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i
J 1. PURPOS

1.1 SCo

TThis report discusses the work performed for the U. S. S, ' Sigml

lectroomios Research and Development LaboatorY (USADL) uder Contract

No. DA 36-039-C-90787 during the period from 1 January 1963 to 3 March 1963.

1.2 CSJETIVU

The objective of thin project is to investigate the teohniques and

oonepts of information retrieval and to formulate and develop a general

theory of infomto retrieval. Th formlisation of this theory is

oriented to the automation of large-capsoity information storage and

retrieval systm. Tis theorstioal frinwork i be the basis for the

use of general pupoe stored-program digital computer systems to perfora

*the storage and retri a functios.

1.3 PRJBUT TAMK

The task structme described in this section is based upn the infor-

maULon retrieval nxde specified in the First Qartely Report to I3AnLM,

the frammrk elaborated for it in the Second QuartWr Report, and sub-

seqomt dia s a with UUMLM project perso is3. This strnou. Is

intended as an orgsatonal guide for continuing inwestigatie. It is

not iDntded to ozlie oontruaotive effort in task areas that mey not

he been, foreseen, nor is it like1y that all the taks and subteasm

Sspecified wIll receive equaly Intensive treatmet.

- The goal of this project is a theory or a nodel of a fu sautmted

-c infozstim content storage and retrieval systemi, The tsk strte

1



deals with four areas of procedural capability that most be developed

if this goal is to be achieved:

(a) Input capabilities.

(b) Query ca.biite

(a) Processing capabilities.

(d) Information retrieva system theory and integration (integrative
apabd]ties).

The first thee use A use roughly analogou to the Do Is and P transforms

of the basic information retrieval model. The last area isa a anpra-

ordinate category that indirectly involves the other three. Each of these

areas will be briefly considered as teal., salient subtasks will be

described, and the interrelationships bema various taks and ubtasks

vii be pointed out.

1.3.1 Inu - In the ifltimte System wriLtten, Printed,

or oral material In natural lUAge sbould be accepted as Input for

autoamtic procssing ad mnlysis at the marpbological, syntactic, asm-

tics logical, and facul levels. Am a onqummen of such input proces-

sing, all expicit and I=3-1Iit or factual reference of the input material

should be apyrepiately dispqemd. or elusidated for fvrther processing

In response to queries.

In large measures moat of these potential caaiiisare outside

the scope of this project. Visual or auditory pattern recognition

devices for reading or listening to natural language are an ancillary

problem. that mr be left for separate developmant. Linguistic analysis

ba been elimnated as a primar focus of the project, and an attesipt to

2 *



ahieve feaon.cal undiestanding of tezt is thus also beyond the scope

of this research activity.

W ~re"ad-in and linguistic amaysis are completely automated or

forma uneable insoaeand retrieval inteclassifying,, categorising,

or indxing process. Such a classification stage is essential regard-

less of the degree of sophistication. or automation in an information
storage ad retrieval system.

II9 aalitides in tbis area are currently quite limited. To date opera-

tional cassificatory schlme tend to be intuititely formulated and u-

ually iualemntsd. Fvrtbermre, there are no systematic prooedtwe for

impovngthe precis ion of categories to asse ttat tUs denotations wed.

bthe systemn properly correspond to the denotations understood or desired

I ~by the wer. Accordingly there a"e tre, maJor s*"tsks:

(a) The davelopiment ofe34i procedures for establishing wefulI category groupngs ndariss.

(b) The developumt of procedures for assigaing iteme
to classificatory categories.

(a) he devaLopitent of methods for iqrovin the precision of
* category denotation bebe the systemn and the user,

blefore osidering each subtask In farther, detll, iLt should be note

* - that they need not be oqaletely independent. Untmatel, these ca-

bilites cmt be fUlly developed vithout, reference to other system caps-

biiftes-i..., qRU7r and processing. Puthrwr. subtasks (a) ad (b)

NO Merge Into a SIngl theoretical and proceual statistical schem for

both selecting categories and assignin item to them. Such in -. dn

1. 3



in dynaic systems does not,, however, preclude an eessetially parallel

attack on separate aspects of the caaii~eproblem.

1.3.1.1 Deveont of Explicit Procedures f or -stablhig

Useful Category Gromfing and Boundaries - There is already a iathemat-

ical literature on the probleM of category formation based upon mnnesm

of relevance between the units to be gromped. This literature wil not

be reviewed here, such a review being a preliminary phase of work on each

of the tasks and subtaks * Sams of the releu work involves factor

analysis, latent class analysis, and the theory of c1u~s.

There two kinds of aplctosfor such ezplicit prooewas

in establishing categories:

(a) For grouping or Incing dominsnts-i.e., items received by the

inforation systen-into larger cgagories. ThIs appication

is essentially the sae funtion, that intuitive library clas-

sification scheme cmrrently mom.

(b) For finding salient bowdaries ithin oomnt or item to

anhlyze them into smaller useeble parts. As tUe nuier of

parts inrease and the articloation of their Interrelation-

ships inorease In -epaiaim the goal of iqput analysis

Is approached In eo~lutionary stagw..

1.3.192 Develognu of PneueforAttialyhu~u

Item to Clss -- tr Categories - The aps of this svbtak Is tin-

fold: first, to eliminate stibJectivity in the casfatO f library

4i



item and tbu to increase precision; second, to alleviate the tim and

Scost required for mamal olassification. It is irrelevant to these pur-

poses whether the olassifieatory scheme is systematically developed as

mbership in exclusive categories or whether a traditional soheme is to

be implemented automatically. There may, however, be differences in the

complexity and difficulty of the automatic classification problem based

upon the type of classificatory schemes used. Specifically, the question

of i1ndepenoe among olassificatory categories and type of class mem-

bersbip may affect the nature of the automatic classificatory procedures.

Two kdnds of problem can be distinguished as follows:

(a) Membership in exclusive categories. This situation exists when

categories are exclusive. An item can be assigned to only one

category and not assigned to the remainder. Clue word schenes

developed to date, including the approach reported in the Second

Quarterly Report, are essentially limited to such c3seaication.

This type of classification exists in traditional hierarchical

schemes such as the Dewey or Library of Congress systems. Such

bierarchies, if well conceived, have the advantage that cruder

discriminatory or predictive tecmiques can be applied to higher

level distntions until more precise methods are available for

dealing with lower level distinctions.

(b) Daee of inclusion and/or nonexclusive categories. This problem

is a more general case in vhich an item my be not only assigned

to a given category, but also assigned to some degree as relevant

15



to a category--and/or assigned to more than one category

simultaneously. The system Included under exclusive categories

are a special case of nonexclwsive categories, and the general

case will require more sophisticated treatment. Wbile opera-

tional system do not yet extensively use category assignment

by degree of relevance, newer Uniter. or coordinate indices

already use multiple category assignment per document. As

increasingly articulated category assigemnt becomes possible

automatically, the ultlmate goal of the project is approached.

1.3.1.3 Developmnt of MethodIs for Lwproving the Precision of

Category Denotation Between the System and the User - Assuming that cat-

egories and item assignment have somehow been arrived at, whether intui-

tively and manually or explicitly and automatically, the system cannot

function optimally unless category denotation agrees with useage. Since

it is unlikely either that the system's denotations will agree perfectly

with those of the average user or that the dentations of the users will

agree perfectly, there are two inds of problem that can currently be

isolated within this uadtask:

(a) Corrective procedures. These procedures refer to the applica-

tion of user feedback, along with assumed invarianoes between

the user and system denotations, to adjust the assigned item

content in the syste..'. categories. A fuller account of an

approach to this prob]em is included in the Second Quarterly

Report.

6



(b) Non-Boolean retrieval. This function refers to the problem of

using criteria for averaging or optimizing category membership

under conditions of user disagreement. It is not generally the

case that an optimization criterion for category membership--

e.g., 50 percent user agreement on an item places it within the

category--will be fulfilled for Boolean functions of individually

optimized categories. That is, the union of two 50-percent

agreement categories may not contain only those documents on

which there was 50-percent agreement that they belong in both

categories. Hence, non-Boolean retrieval functions are needed

to resolve this problem.

1.3.2 Query Capabilities - Many of the general considerations regard-

ing pattern recognition, linguistic analysis, and problem interrelations

discussed under input capabilities are also relevant as functional aspects

of queries. The situ.. ion is so silar, however, that a repetition of

this discussion in the query capability context is unnecessary. As in

the case of input capabilities, the query problem will be attacked frma

the viewpoint of relaxing the limitations of current infomration storage

and retrieval systems.

In most operational system the possible query is essentially:

"What documents in the system contain information of the

follwing kind ?"

There are at least three limitations on this foru of query that require

resolution before more sophisticated information storage and retrieval

systems are possible:

I
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(a) Limitation to documents.

(b) Limitation to unrestricted retrieval of all items.

(c) Limitation on description of type of information desired.

Each of these limitations will be considered as subtasks.

1.3.2.1 Limitation to Documents - The query capability should

be extended so that a system may respond with appropriate portions of

documents rather than documents as a whole. The input capability described

under explicit techniques for salient boundaries is essential for satisfy-

ing this query capability. Another approach might involve the extension

of work already done in automatic abstracting or extracting, which selects

salient information from documents rather than merely salient portions of

documents. j

Such a capability cannot be provided in a vacum. Input capa-

bilities must provide indices to document parts as well as isolate them.

Processing capabilities must provide means of associating such document !

parts with the query. These considerations apply equally to the remain-

ing subtasks considered under query capabilities. j

1.3.2.2 Limitation to Unrestricted Retrieval of All Items-

The purpose of this subteek is essentially the same as that for the

preceding one--vie., to reduce necessary search activity on the part of

the user by performing it within the system. Only in specialised schol-

arly situations does the user need all documents that are potentially

relevant to his query. There are two problem areas suggested for this

subtask:

8



I
(a) MKiiaticm of (low quality) redudm y. In MW~ fields there

is & proliferation of domente Covering the sam topics. Magy

of these docments may also be low in quality. It in desirable

to Increase the sophistication of indsexng, an input capability

ssentially., so that the contents of an item, even if it is

Only part of a docnt, are described or classified not only

according to hat topics they are relevant but also according

to the degree of uniqueness the topics are dealt 11th. It

seems that such indexing could not be readily achieved using

purely statistical mans and this capability may be one of the

most difficult to automate.

(b) Specification of scope. In addition to weeding out redundant

or low quality materials, it would be desirable to be able to

restrict the scope of retrieval on a given query according to

the needs of the user. This function obviously would involve

considerations of relevance and its measurement as wln as

integUation with the mode in vhich desired information in char-

acterised. The latter requirement is also considered in the

following subtask.

1.3.2.3 Lmitati n on Desorition of t" of Information Desired -

Different operational information systeme immose different limitations of

this type. A bierarchically organised index or query lang may produce

Msh unUl cla88ificationu of new material that a subsidiary index is

necessary in order to use the primary index properly. Freer Uniter. sy-

te are limited to Boolean functions of two-valued deoriptors3 the

9



descriptor is either present or absent. The use of role indicators and

similar devices offer some possibility of improving the query. But the

crux of the problem is to develop a query capability that allows a user

to state his question precisely. This ability is essential to useful

content retrieval.

It should be noted that the problem of designing an adequate

query or descriptor language for the purposes of the user has an analog

in the design of an adequate representation of this language for machine

processing. The design of the query language must, therefore, +Ake into

consideration problem of machine representation and processing as well.

1.3.3 Processing Capabilities - Advances in information storage and

retrieval depend upon improved processing algidritbm. Advances in the

other capabilities will influence the choice of processing techniques.

It is, consequently, difficult to define relatively independent problem

in advance. In the present state of development, the processing task

can be subdivided into two major subtasks:

(a) Associative techniques.

(b) Organisation and search.

1.3.3.1 Associative Ticnicues - In order to respond to queries

with appropriately ideed docmmnts, an information system must have

techniques for associating the two. In simple system queries and index

categories are so limited in differentiation that the association problm

may become trivial. As greater flexibility is introduced in the query

language and as input capabilities are improved, supplying appropriate

10



information requires associative capabilities.

One aspect of this problem, the neasuremnt of relevance, ban

already been considered in the First Quarterly Report. Such mnsures

are relevant both to input and query capabilities as well as to asso-

ciative processing in response to queries. Further work is required on

the development of associative techniques using such measures of relevance.

1.3.3.2 Oranisation and Search - There is a sense in vhich

file organization may differ from search theory and procedures. At a

system design level, however, these considerations become inseparable.

Thus, while file organization may be abstractly distinguished fra the

procedures used to search a file, in practice the theoretical work in

one area depends upon extensive explicit or implicit assuuptions about

the other. Accordingly, organization and search are treated in a single

subtask.

Both organization and search, however, can be conveniently

divided into two aspects, logic and efficiency.

(a) Logical aspects. The logical aspects refer to organization or

search procedures based upon logical relations that are inherent

in the subject matter and the system and are essential to per-

forming the processing. Eamles of logical organization are

alphabetization, hierarchies, or matrices.

(b) Efficiency. Superimposed on a given logical organization are

considerations of efficiency. These problem are most influenced

U



by the relative activity of different portions of the system,

the nature of the information in the system, and the physical

nature of the system. Efficiency considerations lead to rear-

rangements within a given logical organization for performing

a system task at a minimum cost.

1.3.4 Information Retrieval System Theor7 and Integration: Integra-

tion Capabilities - This task did not appear as a separate unit in the

Second Quarterly Report. At that time it appeared that it could be handled

under processing. That report noted that some of the tasks included under

processing were of a supra-ordinate nature, referring to the capabilities

of information systems as a whole rather than to specific input, query,

or processing -- rabilities. After reviewing the framework in that report,

it was decided to consider these factors as a separate task.

There are three subtask in this area:

(a) Measures and models of system value and efficiency.

(b) Models and methods for system integration and optimization.

(c) General theoretical considerations.

It i apparent from this simple enumeration that while such considera-

tions must permeate work in the other three areas of capability, a sep-

arate treatment is warranted in a project aimsd at the development of a

general information system theory or design methodology. Each of the

subtasks will now be briefly considered.

1.3.4.1 Measures and Models of System Value and Effiency -

This subtask is addressed to the development of a capability to answer

12



such questions as:

Do we need a new information system?

jIf so, what is its value?

What kind of system would most efficiently serve our needs?

Value and efficiency do not refer merely to the cost and specifications

nof Idividual pieces of hardware. Such engineering problems must ultimately

be resolved in the design of any given system, but detailed consideration

of these factors is outside the scope of this project. Value and efficiency

thus refer to theoretical measures and models of the necessity and adequacy

of the sytem as a whole.

1.3.4.2 Models and Methods for System Integration and Optimiza-

tion - This subtask will deal with the problem of integrating specific

configurations. Work on this subtask is to same extent dependent upon

value and efficiency models, but the focus is upon theoretical methods

rather than specific engineering considerations.

1.3.4.3 General Theoretical Considerations - Ti subtask is

included to allow for work on the developument of ideas that may emerge

on the nature of information storage and retrieval. It constitutes an

admission that the task and subtask structure may not yet contain the

ge al or organising principles for a general theory of information

retrieval.

1.3.5 S r- A task framework has been described in term of

areas of capability that require development in order to evolve fully

autamatic, factual content, information storage and retrieval system.

13



An outline of the task framework follows.

(a) Input capabilities.

(1) Explicit procedures for establishing useful category
grouings and boundaries.

a. Larger groupings.

b. Internal boundaries.

(2) Procedures for automatically assigning items to clas-
sificatory categories.

a. Exclusive categories.

b. Non-exclusive categories.

(3) Methods for improving the precision of category denotation
between system and user.

a. Corrective procedures.

b. Non-Boolean retrieval.

(b) Query capabilities.

(1) Relax limitation to documents.

a. Portion, of doeunts.

b. Abstracts or extracts.

(2) Restricted retrieval.

a. Elimination of redundancy.

b. Specification of scope.

(3) Relax limitations on description.

(c) Processing capabilities.

(1) Associative teohniques.

(2) Organization and search.

a. Logic.

b. Efficiency.

1
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(d) Integration capabilities.

(1) Measures and models of syutem value and efficiency.

(2) Models and methods for system integration and optimization.

(3) General theoretical considerations.

An atteqpt to classify both work planned and accomplished, as well as

literature reviews, will continue in terms of the task framework presented

in this section. Such a process will allow the framework to be articulated

or revised as it is tested in practice.

1
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I
2. ABSTRACT

IWork in each of the four areas of capability isolated in the project

task structure has been performed in the past quarter. Under input capa-

bilities an extension of last quarter's work on procedures for automatic

assignment has been accomplished and the development of a probabalistic

non-Boolean retrieval model has been initiated. Under query capabilities

new approaches to the problem of limitation to documents, automatic

extracting or abstracting, and restricted retrieval--elimination of

redundancy--have been developed.

The work on non-Boolean retrieval is also relevant to the query capa-

bilities subtaske concerned with the specification of scope and the relaxa-

tion of limitations on descriptions. Under processing capabilities there

is no new progress to be reported on associative procedures, '-I.t extensive

mathematical ana37sis has been initiated on the problem. of file organi-

sation and search. Finally, Inder integrating capabilities some genral

j theoretical considerations have evolved that should lead to measures and

models of system value and optimization in item retrieval system.

I
I
I
!
I
!
j 1
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3. PUBLICATIONS. RERTS, AND CONDhNM

3.1 TECHNICAL NOS

The following internal technical memoranda were issued during this

reporting period:

(a) 33C TECICAL NOTE, File No. P-Ak-TN-(oo5o)-N., 18 February 19631
Task Framework for Continuation of Information Retrieval Researchp

George Greenberg, Quentin A. Darntadt, Alexander Ssejuan, and

Alfred Trachtenberg.

(b) IEC TECHNICAL NOTE, File No. P-AA-TN-(oo51)-N, 25 February 1963;
Ana3.mia of File Organizations for Information Retrieval,

Quentin A. Darmstadt.

(c) MC TECHNICAL NOTE, File No. P-AA-TN-(0058)-N, 19 March 1963;
An Aproach to a Criterion for Automatic Extracts, George Greenberg

and Alexander Szejum.

(d) ISC TECHCAL NMZ, File No. P-Ak-TE-(OO64)-N, 25 March 1963;
Non-oolean Retrieval Processes, Alexander Sejuan.

(e) IMC TECHNICAL NOTE, File No. P-AA-T-(0069)-N. 25 March 1963;
The Problem of Redundancy in the Information Retrieval S&!tem,
Alexander Szejman.

(f) IEC TECICAL NOTE, File No. P-AU-TN-(0070)-N, 25 March 1963;
Information Tbeoretical Methods of Docnt Categorisation Using
Word frequency Information, Alfred Traohtenberg.

These technical notes are dated at the time of their completion; these

dates do not necessarily correspond to the date of publication.

3.2 SEPORTS

The following reports were issued during this reporting period:

(a) RUNARCE IN INFQMTION RTRIEVAL: Second Quarter Repo,

1 October 1962 - 31 December 1962, Technical Report P-AM-7R-(0031),
(Manuscript Version), 31 January 1963.

19I



(b) MONTHLY LET REPORT NO. 5, 1 January 1963 - 31 Jama7 1963,
File No. P-U-1I-(oo32), 31 Januar7 19631 Research in Informa-

tion Retrieval, Alfred Trachtenberg.

(c) MONTHLY LETTER REPORT NO. 6, 1 February 1963 - 28 February 1963,
File No. P-AA-TR-(033), 28 February 1963; Research in Informa-

tion Retrieval, Alfred Trachtenberg.

3.3 CONFERENUS

The following conferences were held between IhC personnel and the

USAERDL:

(a) 28 February 1963--Meeting at IEC. IBC personnel met with

Mr. Anthony V. Campi, who had recently been assigned as Project

Engineer. Several aspects of the Second Quarterly Report were

discussed. Several minor corrections and elaborations were

requested. A general emphasis on the importance of user require-

ments was indicated.

20



4i. FACTUA DATA

4s.1 ORhNIATION

This section is organized according to the four' major areas of required

capability isolated in the project task structure (see Section 1.3).

4~.2 INPUT CAPABILITIES

I Work performed under input capabilities includes both an extension

of the last quarter's work on information theoretic methods of document

categorization using word frequency information and the development of

[ a sobme for non-Boolean retrieval. Thus work has proceeded on Sections

(a)(2) and (a)(3) of the task framework. Work on (a)(2),, honwer, in

[ also relevant to (a) (1). Furthermore, the vork on non-Boolean retrieval

ha implications that are more general than input capabilities.

4&.2.1 Information Theoretic Methods of Document Categorization Using

I Word Frequenay Information

I U4.2.1.1 Introduction - In the last quarterly report, sowe infor-

mation theoretical mthods of document classification were presented.

I These methods used word occurrences as clues to the classification of a

docuent.The number of times a word occurred in a document was not con-

sidered at that time; only the fact of its t.courrence in a document was

I iwed to predict document categories. Thus al~l the information provided

by word frequenc information was neglected. ThiA extension considers

I ~b suich information can be used to provide a better prediction of cate-

gore. of docwmente.

1 21



It was assumed that initially a group of human experts would

classify a number of documents into a given set of categories, and that

this initially classified group was large enough accurately to reflect

the statistics of the larger body of documents that would later be auto-

matically classified. Thus the probabilities of categorization of the

larger group of documents were approximated by the relative frequencies

of categorization of the initial group of documents.

The criteria used for selecting a particular word to predict

categories were:

(a) That its occurrence in documents be strongly crrelated with
the appearance of those documents in a particular category, for
the group of documents that would be initially classified.

(b) That the word supply more information than the a prior distri-
bution of documents in categories did, i.e., tSaT-M distri-
bution of documents containing this word differ markedly from
the distribution of all the documents.

These criteria were expressed mathematically by the expressions:

H1 - - EPi, log pij10..s

i pip

where pj is the probability that a documsnt falls into category Cj, and

PiJ is the probability that a document containing word Wi falls into cat-

egory C . Thus a good predictor would have a low Hi and a high M.

4.2.1.2 Extension of Concepts to Include Word Frequency Infor-

mation - There are several ways in which word frequency information can

be taken into account to determine good predictors of document categories.

The first two methods use absolute values of word occurrence in a document,
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while the third method uses relative word frequency in a document to

obtain more information.

Le: N - the total number of documents in the initial group.

Ni - the number of documnt& in which word Woccurs,

INi(x) - the number of documents in which word W, occm' x time.

flj - the number of documents in category CjIi - the number of documents in category whvich have word
W.

I ~nij~x = the number of documents in category C1 which have word

I Now:

x

In addition to the probabilities pij and p j, the following prob-
abilities can be defined. Let:

pI a the probability that a dociment contains word W .

P1L(x) - the probability that a docement contains word WI

p11 (x) - the probability that a document containing word
Wz time falls into category C J.

p(Cjj1W1) - the joint probability that a document is In cat-
egory C and contains word W

PrcjjWi(x) I -the joint probability that a dociment is in cat-
egory C 1 and contains word W1 x time.

I Then the probabilities can be approximated as follows:
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P r
Pi "

Pij

P,(W((x)(43)

P (X) . n 

(4 -3

pii Ni)x-

P(CjWj) .

pC,w(x)3 
- ni (x)

Of course:

pi - E pi (x)
x 

(4-4)
p(cj,wi) - E p[Cj,Wi(x)]

x

and p ii(x) is related to p ij by the expresion,*

Pij " x 1; Ni (z) (x

x

(a) Method i - The masures H and Mi am eiy be generalized to

include frequency information by considering word W, occurring

x and only x times in a document as a clue. Then, instead of

using Pij in Hi and M(, a rnw probab±1itV pis(x) can be used.
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TWo new measures, Hi(x) and 1ih(x), can now be defined:

H,(z) - - E pij(x) log Pij(x)

r N() - EPilj(x) lg
With those masures, the effectiveness of word Wi as a predictor,

when it oOcurs x times in a document, can be evaluated. As

before, Hi(x) must be low and M( s) mt be high for a good

predictor.

The average effectiveness of a word Wi as a predictor can be

measured by:

Rj€1 ) (H)¢))}

-jx N~), (41-7)

Then, on the basis of Equatior 4-3 and 4-4, it follow that:

E p,(z) H,(x)

X (4-8)

and;

1(z) - - .E E p-C 39W(x)] log p, 3 (x) (49

Siziarly:

M:(z) - x Epx (4-10)

Ix

I
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But:

M(x) + Hi(x) - p Pjj(x) log Pj (4-l)

therefore;

(Mp(x) + H1(x))x Mi(x) + 111(x)

- . E E p[Cj,w1 (x)l log Pj
i

log P( w) p(-12)

and, by substituting Equation 4-3;

mj(x) + lk(X) E - E log PJ(4-13)

But:

Mi + Hi Z p log pj (4-14)

therefore;

M4 (x) + Hi (x) m - + H1  (4-15)

(b) Method 2 - This method is smaJ to Method I. Instead of con-

sidering that a word occurs exactly x times in a document, this

method considers that a word occurs between xa and xb times in

a document. In other words, word frequency information is grouped

in intervals of frequency of occurrence, Br- For example, the

frequency intervals might be 1-5 times, 6-10 times, etc.

New probabilities must be introduced. Let:
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p(r) = the probability that a document contains word
i.r W1ZxtiUS.where xi'5In intervalBr.

pij (B) - the probability that a documnt containing word
W, x time falls into category CV where x is

in interval Br.

p(C3 1Wi(Br)- the Joint probability that a docment is in
category C and contains word W, x time, where

x is in interval Br .

Now the probabilities can be expressed as:

Pi(B) E p Ci(W)

x E Br

PxED (pr) E 'p (x)' (i'l)

x fEBr

(D) ij(Br ) log (B) (-1)

E p[jW W

written foul be low and Mi(r)solb ihfrago

~27
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Another set of functions that measure the effectiveness of word

Wi as a predictor, when Wi occurs x times and x is in interval

B r, can be obtained by taking the average values of Hi(x) and

Mi(x) over the interval Br . The average effectiveness is meas-

ured by:

Hi(x,r) - (Hi(x))x E Br

S(h-i8)
Mi(,c,r) - \Mi(x)/1 e Br (418

Then, by using Equation 4-31 as in Method 1:

B -rpi(x) pij(x ) log p,
(Hi~~~~~x)~I +M(C) EB 1r E p, W

x E Br

E pCjpWi(Br)] log pj

- P± j(Br) log P3  (4-19)

But:

Hi(Br) + Mi(Br) - - E Pij(Br) log p3  (4-20)
3

therefore;

Hi(B) + Mi(Br) (Hi() + Mi(x))x E Br

- Hi(xr) + Mj(xr) (4-2l)

If this quantity [H,(B r) + Mi(Br)] is averaged over all r, then

by the proof outlined for Method 1:
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Hi + Mi- H (z) + 141 (Z)

- Hi(Br) + M(r

- (Hi(x,r))r + (M1L(xr))r (4~-22)

Thus the sun of the averages of the two imeasures remains constant

and is independent of the size of the intervals of frequency of

occurrence.

(a) Meho - This metbod considers the number of times a word

appears in a document in relation to the total number of words

in a document as a clue. Using this relative frequency infor-

mation as clues should provide eve better category prediction

than word occurrence or simplie word frequency information.

Iet f be the relative frequency of a word in a document; the

relative frequency is the ratio of the number of occiurrences of

the word in the document to the total number of words in the

dociaent. Let fe be an interval of relative frequencies, where

the interval is defined by the limits a anmd fb* Then, P1 (fe)

is simpl~y the probablity of word W~ occurring in a documnt

with a relative frequency in the interval f,, and pW(fe) is

the probability that a document falls in category C3, given

that the docunt contains word Wi with a relative frequency

within the Interva fee

The probabilities p,(%~) and p,,(f.) are aprxmtdby:
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(f ( s ) 1
Piurs) "

PiJ ( s " (f 
(4-23)

where Ni(fs) is the numzber of documents containing word Wi with

a relative frequency within the interval fs, and nij(fs) is the

number of documents in category C containing word Wi with a

relative frequency within the interval fs.

Following the previous analyses, expressions for Hi(fs) and

Mi(fs) can be written:

Hi(f%) - - E p lj( g) g pj(f) 1
Mi(f)) - E pi((-,) lo2 P( )

ij Pj

By analogy to the proofs developed for Methods 1 and 2, Mi(fs) +

Hi(f%) can be calculated where:

Hi(f 5 ) - (Hi(%))1

Mi(f--- - (Mi(fa)), (4-25)

Since, as compared to Equation 4-31:

i(f 5 ) + Hi(f,) - - pj(fe ) log pj (4-26)

then;

(Mi(fs) + Hi(fs))s - Mi(%) + Hi(fe)
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- E pij log p3

M, H,(4-27)

Therefore, as before:

N4(fe) + Hi(fs) - M1 + Hi (4-28)

One of the major experimental problem is the proper selection

of frequency intervals to evaluate. For some areas of the rela-

tive frequency spectrum a small change in interval size might

lead to a large change in effectiveness; for other areas of

the spectrum, however, changing the interval might have a neg-

ligible effect on effectiveness. These intervals will in gen-

eral not be uniform over the spectrum and ill be different for

each word. Although this selection and evaluation appears dif-

ficult, it will lead to better category prediction.

4.2.1.3 Sumw - Three wys of using word frequency information

in docuents to predict dooment categories bave been indicated. Based

upon earlier information theoretical concepts of docment classification,,

this information can be evaluated in term of its effectiveness as a clue

to docmint categories. It is likel that the met effective clues would

be found in relative frequency infomation-the ratio of clue word occ -

rence to the total nueber of documnt words. Once effective clues wore

fowud, they would be used exactly lie the alum discussed in previous

reports.
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The measures of effectiveness, Hi and Mi, have been generalized;

for each case the sum of the averages of the generalized Hi and Mi was

always equal to Hi + Mi. Thus, for the relative frequency case:

H1 + Mi - H1(fa) + Mi(fa)

which seems to indicate that H1 and Mi produces a good average picture

of word effectiveness.

The major difficulty with using word frequency information is

the increase in computation required. In addition, where frequency inter-

vals are used, the choice of intervals must be carefully determined.

However, it is expected that category prediction would be much more

accurate.

4.2.2 Non-Boolean Retrieval Processes

4.2.2.1 Introduction - In w cases Boolean search techniques

are inadequate for retrieving information effectively. The objectives

of this section, therefore, are:

(a) To explicate the concept of non-Boolean retrieval.

(b) To show the usefulness of non-Boolean retrieval processes.

(c) To suggest the particular wvqa in which non-Boolean retrieval
may be effected.

These concepts are presented in this section, even though they imply query

capabilities, because of their dependence upon precise categorization.

Most of the presently operating retrieval systems assume that the

ideal objective of the information search processes consists of retrieving
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classes of documents corresponding to the descriptor function specified

in the request. Thus, to every Boolean function of descriptors, there

corresponds an identical function defined upon the set of classes of

documents to whioh the descriptors are affixed. For example, of the

retrieval request is a 0 b--where a,b are descriptors, and the dot, 0,

signifies logiLcal and--the class retrieval would be D ; that is,

the intersection of classes of documents designated by the descriptors

'a' and 'b' respectively. Yet, the effectiveness of retrieval procedures

based upon this kind of correspondence depends upon an assumption that

is not necessarily valid for all information retrieval system.. The

assufton in question is: The documents fall into categories or classes

unoqui *. In other words, the document belongs to a class of doo-

ument. with either the probability 1 or probability 0. This section

proves that the Boolean retrieval process will not be most efficient, in

a certain sense, if the assumption is not true.

4.2.2.2 Inefficiencies in Boolean Retrieval - Before demonstrat-

ing the lack of effectiveness of Boolean retrieval, it would be desirable

to consider situations in which probabilistic class assignhent could be

expeted.

(a) The Case of Im User. - A situation may occur vhere the views

of users regarding membership of some documents in a certain

category are divergent. Assum, for emiple, that there are

100 rsers, 5 categories, and 10 documents. Each user is asked

to assign each document to one or more categories. Table 1

illustrates a possible set of choices. ?he numbers at the

l
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TABLE 1. PROBABILISTIC ASSIGNMENT I
DOCUMENTSI

CATEGORIES 1 2 3 4 5 6 7 8 9 10

A 65 50 75 80 25 0 0 15 30 45

B 100 50 35 4o 60 25 50 75 25 0

0 90 80 6o 0 20 50 40 0 0 10 |

D 35 50 25 30 15 15 0 25 80 100

intersection of rows and colums indicate the probability of a

document belonging to a certain category. Thus document No. 10

will belong to category D with probabilit 1., since all the users

agree to place it there. On the other hand, the same documeit

will have a probability of zero of belonging to category B; I
again, all the users agree to exclude it from this category.

Since 45 percent of the users agreed to place document No. 10

in category A, it has been assigned a probability of .45.

(b) Automatic Category Formation - Documaents mey be assigned to I
categories in accordance with an automatic procedw. This

procedure may be intrinsically probabilistic in nature; that

is, a document is assigned to a category with probability p

depending upon the circumstances pertaining to the procedure

of assignation.

Assume now that there is a collection of documnts and a set of

non-exclusive categories. Let piJ be the probability that a docummnt di
34
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belongs to the category o . For the purpose of retrieval the boundaries

of categories cannot remain indefinite. This restriction implies that a

cutoff point for the probability should be established. A docuent di

then is considered, for a particular retrieval query, to be within a cat-

egory c if the probability of its being in the category pij is larger

than the cutoff point value, c. If all documents belonging to the inter-

section of two categories c and ok are to be retrieved, then, assuming

that the probabilities of documents belonging to categories are inde-

pendent, the cutoff point cj k wil be 2. Thus it ay be expected

that some superfluous or extraneous documents will be retrieved.

From the point of view of retrieving the union of classes, there

is a atrally opposite situation; sow documents that are relevant

win not be retrieved. If the cutoff point for the classes of documents

defined by the descriptors a and b is again the probability value equal

to a, the probability of a docment belonging to the class defined by

the union a U b win be 2a - 02. This quantity, however, is always

greater than a, since a ' 1; the proof is:

2 2(2a - a a - a - a)

a Cl- ) (4~-29)

which must always be positive.

This analysis proves that the standard of admssibility of a

document to a class of retrieved documents cannot be maintained if the

Boolean retrieval functions are used. The cutoff probability will be

lowered in case of a retrievel criterion of logical intersection and

3
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will be raised in the case of a union.

The question remains as to how the retrieval process is to be

organized in order to preserve the same cutoff point for the results of

retrievals upon an request. In continuing the analysis, it is neces-

sary to formulate an explicit goal. Boolean retrieval has been proved

inadequate in the sense of not preserving the criterion of admissibility.

The problem, therefore, is to find a procedure that will permit the

retrieval of classes of documents satisfying this criterion. The sim-

plest system would calculate the probability of a document belonging to

the category specified in the request; then the docutent would be accepted

or rejected depending upon the value of calculated probability. However,

a system of this nature may be uneconomical for the following reasons:

(a) The system would be forced to scan documents with a low proba-
bility of belonging to a given descriptor. Such a procedure is
uneconomical becaue the system mut scan through a substantial
portion of the documnt collection for every request.

(b) The necessity of performing a computation for each document
scaned to determine its probability of belonging to the class
represented by request may increase the retrieval time beyond
tolerable limits.

For reasons of economy, therefore, it may be useful to introduoe

an a priori fixed categorisation that would relieve the system of the

necessity of scanning the documents with low probability values and per-

forming the attendant computations.

This analysis has alread shwn that the formation of categories

with a fixed probability cutoff point for a given descriptor implies that

this criterion will not be preserved under general retrieval procedures,

(36
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which Will generally specify more complex logical functions. If some

concessions to economy are granted, the result will be a retrieval process

that will omit some desirable documents and yield soae undesirable ones,

Within the framework of such a situation there may still be an optimum

solution.

The basic premise is that the boundaries of descriptor exten-

sions vill be fixed a priori. At the same time these bound=ies, the

cutoff points, vil be fixed in such a way as to msaxiinise the value of

the average retrieval process to the user. This premise does not neces-

sarily include the restriction that a single cutoff point should be

established for any descriptor extension; instead, the number of cutoff

points should be established a p whatever that number might be.

The problem then resolves itself to:

(a) Finding rational criteria for establisbing what the user'
value of retrieval procedures is.

(b) Constructing a method for deriving the values of cutoff points
that will optimize these criteria.

The rest of this section presents an analysis of these problem.

4.2.2.3 The Problem of Rutablisbing Criteria for Dete

User's Value of An Average Retrieval Procedure - With respect to any

retrieval request the entire collection of documents may be divided into

four subgroups:

(a) The retrieved documents that are relevant.

(b) The retrieved dooments that are not relevant.

(c) The unretrieved documents that are relevant.

I
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(d) The unretrieved documents that are not relevant.

Since it was assumed that the descriptors are assigned to documents on

a probabilistic basis, all four subgroups will be generally represented

in any retrieval process.

Regardless of any special assumptions, it is clearly permissible

to assert that as the number of documents in categories decreases, (a)

and (d) increases and as the number of documents in categories (b) and

(c) decreases, the value of the retrieved collection to the user will

increase. Thus,

V - f1[I} - f 2 [II1 - f 3 (III) + f4(IV) + K (4-30)

where V is defined as the user value of the retrieved collection; fl'

f2 , f, and f --i unspecified, monotonically increasing functions; and

{I[, 3'r), (3I), and [IV) are the nuber- of docwmnts in the subcl,.,es

(a), (b), (c), and (d), respectively. K is defined as a constant that

determines the Wnima value for the user below which the retrieval is

not justified under any circumstances.

For simplicity, replace f1 , f2s f 3 and f4 by the constants

Q, 0, y, and 8, and set K - O. The results of the discussion are not

essentially modified by this simplification. Equation 4-30 then becomes:

V - dzI) - 0(II) - y(f) + 8(IV) (4-31)

Since K - 0, the retrieval process should proceed as long as the increment

of V, dr, is positive. That is, the process mq select a group of docu-

ments with couon probability characteristics (in relation to the request

profile) and then investigate the change of V by including some additional
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documents with lower probability characteristics. The question as to

which documents will be retrieved is the problem of fixing the most advan-

tageous values for the set [ci of cutoff points for the descriptor classes.

The appropriateness of replacing the functions fit f2s f3. and

f4 by the constants a. 0, y, and 8 rests upon the understanding of what

factors could be responsible for non-linearity of the function V. Essen-

tially there are two reasons wby the function V should be non-linear.

The first pertains to the economics of using documents; the other, to

the problem of redundancy. In general, the efficiency with which the

retrieved collection is used depends upon its sze, eve if the value of

the individual documents in the collection is not prejudged. Nevertheless,

since retrieval system. can be used in various ways, it is safe to asswme

that for many uses the relative emphasis placed upon the classes of

retrieved and mrtrieved doouments remains unchanged. To the extent

that this assuption is true, the fact that the function V depends upon

class {IV), the class of correctly unretrieved docunts, helps to remedy

the situation.

The second objection is more serious. Among the retrieved doc-

umnts there may be a high degree of redundancy; in extreme oases the

same amount of information may be covered more efficiently by a smaller

mmber of doc.umts. It is difficult, however, to decide whether or not

reduhnor is a linear funoton of the size of the retrieved collection.

?b answer this question adequately, it would be necessary to formalize

the concept of redundancy among documents and then perhaps to formulate

39I



theoretical prescriptions for procedures that would permit the system to

retrieve the most efficient covering of the topic specified in the request.

(This problem is a difficult task in itself and merits separate investiga-

tion.) Pending at least a crude formulation of the theory of redundancy,

this discussion will be confined to the simplest assumption of linearity.

Therefore, given the function V in the form of Equation 4-31, the first

task is to find the set of a-values, the cutoff points, that would maximize

Lhe use-'s value for an average retrieval process.

4.2.2.4 Method for Determining Cutoff Point Values - The follow-

ing symbols will be used in this exposition:

NT = total number of documents in the collection.

K,. = total number of documents belonging to the descriptor i.

ni (p K) = the number of documents containing the descriptor i
within the probability interval centering around K. I

N (P = the distribution function for the descriptor i defined
on the probability values as a random variable.

Ni(p) = f ni(p)dp

P= the average value of the probability for the descriptor
i.

-f ni(p)p dp
: i 0

pi()- the average probability value for the descrigtor i
in the probability interval between 0 and e.

*The normalization factor is Ni, not Ni(o).
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Fa u riLn(p)p dp

f* " the frequency with which the descriptor ± is used.

a - the total mmber of descriptors.

- the value of terminal probability defining the boundary
of the class of docuiunte belonging to descriptor 1.

Then, by definition:

N. (p) - ni (p)dp

0 ni (p)p dp (4-32)

01Lo r- ni n(p) p dp

In this discussion the descriptors are assumed to be independent. To

facilitate computation, the number of documents in each cla s are asu ed

to be large enough and the subdivision into the probability brackets fine

enough to permit integration techniques to replace sawntion.

The procedure for calculating the set of ls that Will iaxidse

V on pairs of descriptors is:

(a) Calculate the numbers of documents for the four subclassen of
documents that enter V for an unspecified aL.

(b) Obtain a general earession for V.

(a) Obtain an expression for the expectation value for all V's.

(d) Differentiate the expression obtained under (a), and set the
coeffioient of differentials equal to amro in order to obtain
a set of conditions for the mnccam.

(e) Solve the equations to obtain the values of the vita.

I *1
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These steps can now be developed and expressed mathematically.

The expression for the number of documents containing the descriptor i

within the probability interval centering around p and the descriptor

j within a probability interval centering around N is:

i ni(p K) n pj ( )dpl dpK (4-33)

The probability of the document being within the two-dimensional proba-

bility interval centering around the values p and p K is the product

of the probabilities:

By using these equations, expressions can be calculated for the four

classes of documents involved in the function V:

(a) Class I - The class of all correctly retrieved documents:

1ni(Pf)t n j(pj) p pj dp, (
W fi f i _ _T

(b) Class II - The class of all the incorrectly retrieved documents:

(1 - pipj)dp1 dpj (4-36)

(c) Class III - The class of incorrectly unretrieved documents:

(-p r j pi .n(p) p pj dpi dpj (4-37)
0



(d) Class IV - The class of all correctly unretrieved documents:

I[IV - r (1 - pipj)dpi d (4-38)

The retrieval process proceeds until the predetermined cutoff

point ci for descriptor i and cj for descriptor j has been reached. To

I retrieve beyond this point will be detrimental, since on the average the

increment in V caused by additional retrieval will be negative.

The four double integrals in Equations 4-35 through 4-38 can

I now be evaluated. For Equation 4-35:

[I) = -. r-n(pj)Pi Pj dpi dpj

In(p)p dpi j~n(pj)pj dp 1

(N - Fi(vi)] [N T( j - fja)]) (i4-39)

11(NT[Pi ai J

By using the definitions for Ni(p) and NiT, Equations 4-36 through 4-38

I become:

JII " Jl n i (pi) * n i(p )- (l - P ipj)dpi dp j

I
i - ([NiV -Ni(o0)3 INJT -Nj(o )l

| - ~~~JT NiTr~i - gi¢,,.,.1 r .- 'f. ¢,,j).} J!.-,o
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n i (pi r r i * o1 pj dpi dpj

0 0

1 NiT NiT f (60 f (0j)(L4)

(IV) " i r0 j ni(pi) 0 n (p0) (1 - ppj)dpi dpj

CN*i N (442

! i(Oi) N(0j) - NiT NiT F(Crj) P(vj)) ]i-I
By substituting Equations 4-39, 4-4o, 4-41, and 4-42 into

Equation 4-32, the function V becomes:

-(N - Y 1(o) EN T - N1 (J

- NIJT NiTri - '~(i)] PJ - 'J("j)) (4-43)

IN iT NJT (V p(a3

if (v) iij(vj) - TNiT NIT Pi(Oi) Pj(o 1 )]

Now it is possible to find the values of a. and aj that will

maximize a specific Vii. In general, however, the values O' and vi"

obtained by solving for maxima in expressions Vij and, say, Vtk will

be different. This observation implies that we are looking for a set

of values (cj] that will maximize an average Vij.

The average value of Vii is, of course, its expected value:

E(V) - ij fS v i  fia ) (-4

ij
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and this function will have to be maximized. The differential of

Equation 4-44 is:

a 1 av (4-45)

I or dE -E f J
which implies the following condition for a maximmn:I S~

a br 1 (i ,2,...,) (4-46)

Ia
The partial derivatives WVij/1 i in Equation 4-46 can be coa-

eted by using Equations 4-39, 4-40, 4-4, 4,-42, and 14-143:

a -jL (rpj - o(aj)J (-Cr. n(o)]) (4-47)

1 L Nj + Na(coj)3 Eni(ai))

I+ jfi tP - 3J(J)3 10 nj(a@)3 (14-48)

I -, - " P(j)O i ni(oi) (4-49)

I~ I [ Nj(Oj) ni(Vi) - NaT (*a)O± ni(ai)3

I Performing the summations in Equation 4-4 6 on Equations 4-47 through 4-50

j results in:

Zr I --

( E a NT (p - 1 (aj)) (14-51)
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[n4~L . (a() E -Nj + jcjfE f iva-i-N i i Ji

+i j jiV f N JT (4-52)

a (mv) nio~ a

SE fj Nj(a 1j)

-Ju fi E 5 TJT (Cr)

Therefore, the following equations can be solved for the ls

yi nfl(Vj) E fj N - 0)
Ju JT'j -

v- Oj i(v) E [ j- 'J)]jN

Jul

+ E f N
Ju

8
-1Ii ,(, E fN (j

JuNl ~ )
for 1 19292,... 09; wehere i j' J.
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In order to get some insight into the nature of the solution,

3set y - 6 - 0; i.e., the function V depends only upon classes (I) and

(II). In this case, Equation 4-55 is simplified to:

- n(v i) E f - j(0j) I

ao0o (4-56))/,Suain -6 c

-1

~a, n(,,,) E C-p -§ja.) 3f jN jT -O
J-i

for i w ,2,...,s; where ± J. After rearranging and dividing by the

comon factor, ns(ai)/N, Equation 4-56 becomes:

a

The solution of Equation 4-57 for different i., sae ind h

are alot identical. The solutions differ only by the absence in the

summation on the right hand side of the term corresponding to i. To

demonstrate this point more clearly, redefine the summations in Equation

4-57 as:

E fC~jaj)- N JT) - g(N)
~J-1

(4-58)

E lj NJT't-j - 'Pi(0)] - gop)J
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Then, by inserting Equation 4-58 in Equation 4-57 and adding back the

term for j - i:

- 0 g(N) + 0 fCNi(%1 ) - NiT)

% " (O + 0)g() - (M + 0)N iT fiPi-"Pi (Ci )  (4-59)

Since the two g terms represent summations over all values of j, they

are identical for all Oils. Now, if a is large, the terms f[N 1 (a1 ) - NIT]

and f 1 [i - i(u)) are small compared with g(N) and g(-), respectively.

The reason is that with the large number of descriptors, thus a large s,

the weights f, which represent the frequency of usage of descriptors,

are all small fractions of the order 1/s. Therefore, the values of is

are approximately equal. If a is multiplied by the denominator of the

expression on the right hand side of Equation 4-59 and summed over all

i, then:

s%~(M + B)gp) - (M + 0)o - NiT f[ji -i(% ) ]

• 1 (4-60)

-- sg(N) + 0 E f[N (ai) - Ni T

From the definitions of the two g functions, Equation 4-60 becomes:

so,(* + )gp) - (' + e)ogp) - - sg(N) + Og(N)

or

(s - 1)(L + 0)g(p)a - (-s + 1)0g(N)

or

"i -(C Og( ) (4-61)
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which is equivalent to Equation h-57.

The minus sign in Equation 4- 61 occurs because g(N) is inherently

negative. Each term in the summation for g(N) is negative. Since N(O)

is a monotonically increasing function of a, it is now possible to inter-

pret the meaning for the value of f, established in Equation 4-61.

It is apparent that -g(N) represents the average or expected

number of retrieved documents. On the other hand, each term of g( )

represents a product of the average probability of retrieved documents

times the size of the descriptor group normalized by the frequency of

usage of this descriptor. Thus the g( ) function expresses the average

number of retrieved documents properly belonging to the average descrip-

tor weighed by its frequency of occurrence. It is thus seen that the

optimum a, expressed by Equation 4-61, is a function of the constants

a and 0, which express the relative importance attached to the correctly

and incorrectly retrieved documents; the optimm a is also a function

of two averages--namely, g(N) and g(').

It is evident that the higher the value of P--i.e., the importance

attached to incorrectly valued documents-the higher will be the value of

a. And as a increases, fewer documents will be retrieved. On the other

hand, the higher the value of s--i.e., the importance attached to the cor-

rectly retrieved documents--the lower will be the value of a. For lower

values of a more documents will be retrieved. The function -g(N) decreases

with the increment of value of a, and so does g(p). Whena 0O:
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a

g (N)- E fj N

s (4 -62)
g(@)- E fj iNJT 3J

and when a = 1.

g(N) & (-) - 0 (4-63)

Thus, at 0-0:

Ej f JT

i J~

To evaluate the expression for 0 - 1, L'Hopital's rule must be used

because of the indeterminacy of 0/0:

(N) . g (N)as lim g(n) - li. g( ) -0gs-) g' ))

-g,(N)-- E f n (a) (4-65)
J-i 3

g,() . E f N ,nj(0)

Thus, at a - 1:

Og(N) E i n f n(()

(a + B)g(p) + 0 E fj NjT nj(*)

Now, if the largest NiT within NJ,,, is factored out of the

denominator:
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0 Er n1o a a1 (4~-67)V E f " n (a)

Nmax .fj j(x )

Since N J jmx < 1 for all J, it is clear that:

E fj n n(a)

E f NTn (a)
jmax

Thus, for a - 1, Equation 4-61 can only be satisfied if-

0 >1

But this result is an impossibility. This fact demonstrates that it is

never advantageous to admit only the documents that belong to a class

specified by a descriptor with certainty.

The formulas derived in this analysis pertain to joint retrieval

on two descriptors. Similar derivations, although somewhat more complex,

can be carried out for the arbitrary joint retrievals on k descriptors.

The task of deriving these formulas will be continued in subsequent

research activity.

Beyond joint retrievals there loom a question of retrievals

specified in a request by an arbitrary Boolean function. Such problem

may be handled by breaking up the arbitrary Boolean function into a

canonical form of disjunction of conjunctions. All that is now neces-

sary are formulas for calculating cutoff probabilities for disjunctions.

This problem will also be handled as a part of future activity.

5
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4.2.2.5 Conclusions - It is now possible to outline the general

features of a non-Boolean retrieval system. To each descriptor there

will correspond a collection of classes of documents instead of a unique

class of documents. Each class will be determined by a different cutoff

point a. For each document, there will be two types of cutoff points,

disjunctive and conjunctive. Within each of these categories an individ-

ual a will have its value determined in accordance with the type of joint

retrieval it is scheduled to participate in. Thus there will be one cut-

off point for the conjunction of two descriptors, another one for con-

junction of three, etc. The same principle holds for the cutoff points

for disjunctive retrievals. Any incoming request will be transformed

into convenient canonical form; for example, a disjunction of conjunc-

tions. The appropriate cutoff points will then be selected and retrieval

effected.

Di order to calculate the cutoff points, certain parameters are

required. These parameters can be obtained by requiring the system to

perform bookkeeping operations which will supply the required data.

Essentially, the kind of statistical data necessary for the calculation

of the cutoff points is:

(a) ni(p) - the "density" of documents pertaining to a given descrip-
tor for a given probability interval.

(b) i(a) - the average probability value of a document belonging
to the descriptor i as a function of a cutoff point.

(c) Ni(a) - the total number of douments belonging to the descrip-

tor i as a function of a.

The most fundamental of the three types of data is (a), since (b) and (c)

can be calculated from it.
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4.2.2.6 Priorities for the Future - At this time the most

important extensions of this task appear to be:

(a) The derivation of values of a for the joint retrieval of products
of arbitrary number of descriptors.

(b) The derivation of values of a for the Joint retrieval of logical
sums of the arbitrary number of descriptors.

The activity at the next in order of precedence will involve:

(a) The evaluation of errors arising out of approximations used in
the derivations.

(b) The consideration of modifications arising out of the removal
of the assumption of the independence of descriptors.

(c) Considerations of an economic nature pertaining to the costs
involved in the implementation of the non-Boolean retrieval
systems for different types of applications.

4.3 QUERY CAPABILITIES

Work performed in this area deals with an approach to the generation

of extracts or abstracts and with the problem of redundancy. The relaxa-

tion of limitations on description is dealt with indirectly in the preced-

ing material on non-Boolean retrieval.

4.3.1 An Approach to a Criterion for Automatically Generated Extracts -

Automatic extracting was originally described by Luhn [1] some time ago.

While he refers to the end products of his process as abstracts, they are

more accurately characterized as extracts of what are hopefully the more

central, critical, or descriptive sentences in a document. Luhn's tech-

nique is purely statistical. Sentences are selected for extracting on

the basis of two related facts about their word content:

(a) The relative frequency of the words in the sentence, except for
common words.
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(b) The distance between high frequency words in the sentence, based
upon the number of intervening non-clue words.

While Luhn presents a rather vague theoretical rationale for the

validity of such an approach, there is no attempt to justify it in detail,

except on the grounds that it can produce useful extracts. No attempt is

made to show whether extracts generated by any other technique are more

-r less useful. Recently Guiliano, et al [2), at Arthur D. Little have

proposed a technique for incorporating syntactic information into the

distance measure in order to make the technique more useful.

There seem to be two things lacking in this approach to automatic

abstracting or extracting:

(a) A lack f anwy criterion or perhaps of multiple criteria, depend-
ing on the context in which the extract is to be used, for deter-
mining the adequacy of any given extract or extracting scheme.

(b) A lack of understanding of the fudamental processes involved
in human abstracting, extracting, condensation, or perception
of statement saliency in a longer argument or presentation.

It would seem that a combination of the approach of Newell and Simon

[3) to the simulation of cognitive processes--theorem proving and problem

solving more generally-and the approach of Maron [i to the automatic

classification of documents might be appropriate. While each of these

studies is well known, it might be appropriate to indicate briefly which

aspects of their methodology are relevant to alleviating the two short-

comings in present automatic extracting systems.

Newell, et al, in order to simulate cognitive functioning, first

used a method of observation and introspection to gain insight into the

(
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method by which humans proved logic theorems . In the context of information

retrieval the major emphasis is on useful extraction rather than on the

simulation of human extraction. It may nevertheless pay to observe human

extracting behavior in order to develop more useful algorithms for obtain-

ing automatic extracts.

The work of Maron and Kuhns has already been described in previous

reports. It involved the use of human classification of a set of items

as a criteria for automatic classification. The automatic classifica-

tion, however, was not based on the unknown techniques of the human

classifiers. The automatic algorithm was based rather upon purely sta-

tistical features of some of the classified documents. Human classifica-

tion was also available, however, to provide the criteria for checking the

adequacy of the automatic algorithm once it. was derived.

In the case of automatic extracting both of these techniques might

prove useful. That is, the use of observation and introspection would

help alleviate the difficulty caused by the lack of understanding of

human functions and allow for the development of more rational extract-

ing algorithm. Perhaps these techniques could be ultimately extended

to abstracting per so. The records of humanly generated extracts could

be used as a criterion for evaluating the adequacy of various automatic

algorithms. The letter would alleviate the difficulty caused by the

non-existence of suitable criteria.

jThe paradigm for such research and development would be as follows:

I5
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(a) A series of documents, either larger texts or shorter articles

for research convenience, would be selected for extracting.

(b) Ground rules for desired extracts would be developed; e.g.:

(1) How long should each extract be? Should it be some fixed
proportion of the total document?

(2) What sentential units should be extracted? Whole sentences
only? Parts of sentences? Parts that can be recombined
to form larger sentences?

(3) What is the focal purpose of the extract? To extract as
much factual information as possible within the limits
imposed by the length of an extract? To characterize the
document as well as possible in order that the reader
might know what information it contains? Both of these?

(4) What information or techniques may be used in generating
the extract? Arthing that occurs to the user based upon
his total knowledge? Anything based on the explicit and
implicit content of the document? Only explicit content?
Only rigorously formulated rules?

(c) The documents would then be subjected to human extracting using
instructions based upon the ground rules.

(d) A portion of the humanly extracted documents would be carefully
subjected to introspective report and an analysis of the implicit
rules followed -q extracting.

(e) Based on this analysis, one or several automatic algorithms
would be developed for achieving essentially the same extracts
from readily treated information in the documents. For the sake
of generality, an attempt would also be made to incorporate those
rules manifest in introspective protocols that coul4 be handled
by computers.

(f) Measures of correspondence between humanly and automatically
generated extracts would then be developed.

(g) Finally, the automated techniques would be applied to the remain-
ing documents in the sample and the extracts generated would be
validated against the criterion of the human extracts already
available. I

While this approach depends upon research and development strategies

already developed by others, its application to the information retrieval

I
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problem is unique. It would probably be unwise to embark on a specific

program of this kind in the remaining part of this project, but further

research along these lines seems unwarranted.

4.3.2 The Problem of Redundancy in Information Retrieval Systems

4.3.2.1 Introduction - Redundancy in the information retrieval

Iprocesses occurs whenever the retrieved data is duplicated. To avoid

1 redubay is important, not only for the rather obvious economic reason,

but also for operational and logical reasons. Theoretical considerations

pertaining to the nature of measures for removing redundancy will be best

understood within the context of a more detailed discussion of the unde-

I sirability of duplication from these three points of view.

I i4.3.2.2 Economic Point of View - For some types of information

retrieval systems the cost of retrieval may become prohibitively high,

Iespecially if all the data pertaining to the request profile is retrieved.

The use value of the information contained in the retrieved

data my be drastically reduced by the existence of redundant material.

IEffectively the user of the data is swamped by repetitious information.

I4.3.2.3 Operational Point of View - Many information retrieval

systems enter into larger systems as component units. The retrieved data

my form an input to other processes such as control, command and control,

I or real-time monitoring. The occurrence of redundant material may not

only reduce the efficiency of the functioning of the system., but ma also

affect the outcome of the processes to which the retrieved data form an
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input. For example, imagine a system that is required to perform some

statistical tabulations on the incidence of car accidents among various

population groups. Furthermore, assume that the reports on automobile

accidents are incoming from diverse sources so that some accidents may

be reported more than once. Under such conditions it will be necessary,

in order to obtain valid results, to introduce some filtering stage

that will prevent or eliminate duplication. Estimates of the reliability

of the results obtained will in general depend upon the effectiveness of

the filtering stage. The removal of data redundancy is thus vital to the

satisfactory performance of the system as a whole.

4.3.2.4 Logical Point of View - In the process of decision

making the origin of the data may be as relevant to the decision as its

content. It is even conceivable that the existence of large redundancy

in the collected data may be one of the important factors influencing

the nature of the decision. In other words, the decision process may

be dependent on the manner in which the data is presented. As an example,

imagine a system whose task it is to solve transportation-routing problem.

The kind of solution employed may well depend upon the complexity of a

particular problem. If the particular transportation network contains

many nodes, the system will use one type of an algorithm; if it contains

few nodes, then another.

Determining the nature of the problem may depend upon sampling

of data; thus inaccuracies will arise if the data contains a large amount

of redundancy. Such a situation is particularly prone to arise if the

I4
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system schedules its own operations and batches many problem together.

Considering several ways in which the concept of redundancy is

implicated in the information retrieval processes, one observes a basic

dihootomy:

(a) Some of the redundancy problems require the exact scrutiny of

the individual data item. If data item are conventionally

thought of as dooumnts, then a sort of redundancy map could

be obtained by indicating the relationship with respect to the

redundancy of each document to every other document in the col-

lection. The simplest kind of relation between documents with

respect to redundancy is that of inclusionj that is, one doe-

ument may express everything that another document expresses

with respect to a given topic. Another possible relation,

although a less simple one, is that of overlap. A document muy

partially express the content of another documnt with respect

to a given topic with so numerical measure of the partial

covering.

(b) It may be possible or/and desirable to handle the problem of

reducing redundancy on an aggregate level. The distinguishing

feature of this approach is the statistical handling of infor-

mation contained in the docwmnts. It is important to remember

that, since the primary conoern is redundancy, the basic mea-

ure of information must be relative rather than absolute. That

is, such a measure when applied to a document should be able to
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determine the expected number of documents rendered superfluous

by the document in question; alternatively, the measure should

indicate how many documents render a given document superfluous.

Usually a document will cover a number of topics. In general,

it must be expected that the redundancy measure will not be

evenly distributed among all the topics that a given document

deals with. Thus with respect to one topic a document may be

highly unique, whereas with respect to another, highly redundant.

Whether or not it is advisable to average the redundancy mesa-

ure over all topics or handle them separately is a question that

may be decided only after a more detailed and rigorous study.

It is also possible that this question admits no unique answer,

since information retrieval system are highly differentiated

with respect to their functional characteristics.

It would be incorrect to assume that this dichotomy represents

two alternative approaches* It is quite unrealistic to expect that an

exhaustive redundancy map comprising the detailed breakdown of all rela-

tions among all documents individually is feasible. Practically, some

sort of statistical approach is necessary. It is necessary, however, to

demand that any statistical averages employed to reduce redundancy capture

the true statistical properties of a system based upon the requirements

for a redundancy map.

4.3.2.5 Conclusion - In conclusion, two tentative examples of

redundancy measures are given:
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(a) Each document, in characterized by a set of numbers expressing
the percentage of documents containing more, or less, informa-
tion concerning a given topic.

(b) Each document is characterized by a set of numbers expressing
the additional contribution that the document would make to the
given topic, assuming the average number of documents already
retrieved.

4.4 PRoCssna CAPABiLinics

Work in this area has been primarily concerned with organization and

search procedures. No new progress has been made on the problem of asso-

oiative tecomiques.

4.4.1 coparative Analysis of Some File Organizations

4.4..l1 Introduction - This section contains a discussion of

a number of file organizations that may be suitable for the retrieval of

docuents or other ite of information. The exposition largely follow

the order of mathematical development rather than som didactic organiza-

tion for easily conmunicating the results. This nothod of exposition is

used because it is impossible in work of this kind to know at the begin-

ning where fruitful mathematical analysis will lead.

For each file structure considered, expressions are derived for

the average or expected va3les of the number of item and the subject or

category headings examined to retrieve a single item, known to be in the

file, in response to a request. The file organizations are then compared

and evaluated in term of these expected values for a wide range of file

sizes. To aid in the comparison, variances are derived and plotted.
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Three different types of file organizations or structures will

be compared. They are:

(a) Single-level subject headings.

(b) Hierarchical trees of items.

(c) Hierarchical trees of subject headings.

The first type consists of a single level of unrelated subject headings

or category names under which item are grouped or filed in a linear

sequence. An alphabetical card file is an example. The subject headings

in this example are simply the letters of the alphabet.

The second type of file organization is a multi-level tree of

item that are connected by the tree structme. This connectivity does

not necessarily imply, however, a corresponding logical relation among

these item.

The tree of subject headings, on the other hand, is a multi-

level categorization of subject headings where each heading is divided

into tvo or more sub-headings down to the lowest level of detail. The

tree of subject headings is intended to imply the logical relation among

them. 3h this type of file it is assued that the items are filed in a

linear sequence or in a hierarchical tree wder the last row of heading.

More than one way of searching the nodes of a tree will be used.

Further subdivisions of the three types of file organizations will be

discussed in the following detailed analysis. Trees of both item and

subject headings will be considered, in various cases, in the section on

hierarchical trees. First, however, single level subject headings will
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be analysed. This analysis will include the case of a sequentially

ordered file whioh, vhen searched logarithically, makes the transition

between single level subject headings and hierarchical trees one of

rgeneralising a special case.

For each type of file structure a mathematical expression can

be derived for the expected number of headings and items searched and

examned in order to locate a single item in the file. Some simplify-

ing assmptions will be made to keep the mathematics relatively uncompLi-

cated. Similar expressions can be derived, however, under less restric-

tive assumptions.

4.4.l.2 Single Level Subject Headings - Suppose there are s

subject headings. It is assumed that the subject heading vmder which

the item is to be found is supplied with the request. It is further

I assumed for the sake of simplicity that the item in the file are

distributed nder the subject headings. That is, it is equally likely

that amy subject heading and any item wnder a subject heading wil be

requested and each subject heading will have the same nmnber of items

filed under it. The probability p of searching one subject heading is:

1, (4-68)

The probability of searching two subject headings to find the requested

one is:

i s-I 1 1P2" a-- a - (6

I Similarly:
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P.2 (4-7o)

The expected number E(i) of subject headings searched is:

aE(i)- E- ±2"

E 2

.2: (4-71)

or

E + (4-72)

The nuiner of items N. under each subject heading is:
N

No -i (4-73)
i

By an argument analogous to that for subject headings, the expected number

1(i) of items searched is:

Ne
E~i) aE

i- 5

N+s (4-4)

The expected mnber of ite and subject headings searched for in

a linear file is then:

E= + + N+sa

.7~(s + N/s + 2) (14-75)

A file of items arrged sequenuafy by some ordering rule-

e.g., a file of part or drawing numbers or any other numbered or ordered
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item--can be arranged and searched by the method of subject headings

previously described. Another method of search is the following: Go

to the middle of the file. Compare the item requested with the item

there. A decision can then be made on the basis of the ordering of the

item as to whether the item sought is in the first (lower) half of the

file or in the second (higher) half. Whichever half it is in, go to

the middle of that half and repeat the procedure. This process is con-

tinued until the item is located. The process of going to the middle of

any portion of the file will be called a cut. Since a single file item

is examined for each cut, the expected number of cuts is equal to the

expected number of file item which will be examined. This method is

called the Binary Logarithmic search.

Consider a file of N item. By the search proceA-- just

described, the nmber of item N1 that can possibly be retrieved on the

firstcutisl, on the second cut, 2j and in general on the J-cut:

N - j-l (4-76)

The maximm number of cuts n required to retrieve any item whatsoever in

the file can be determined from Equation 4-76 as follows:

n
N- EN

n
.E 2 j-l

2n - l (4-77)

Solving Equation 4-77 for n gives:
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n - log2 (N + 1) (4-78)

The origin of the name logaritmio search is obvious from Equation 4-78.

It is evident from Equation 4-76 that the probability pi of

retrieving the correct item in response to a given random request on the

in cut is:

pi 2J-1 (4-79)

The expression for the expected number of cuts j (or, equivalently, the

number of items examined) is:

E n 2J-i
E- i -r - (4-80)

J0l

where n is obtained from Equation 4-78. The series in Equation 4-80 is

the derivative of a geometric progression, and the expression for its

sum can be obtained by differentiating the expression for the sum of a

geometric progression with a finite number of terms. This procedure

yields the following expression for E:

F. (N N 1 log 2(N + ) - (4-81)

4.4.1.3 Hierarchical Trees - Only regular rooted trees vill be

considered for hierarchical trees. A tree is rooted if all its branches

are connected ultimately to a single node (the root). A tree is regular

if the number of branches k emanating from each node is a constant.

Another way of thinking of this file structure is that every beading or

grouping of the file organisation is divided into the sam nmber of

subheadings.
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Four cases of retrieving items from trees will be considered.

These cases are designated I to IV, respectively.

4.4.1.3.1 Case I - In this case the tree is considered as a

I hierarchy composed entirely of file items,, each of which is equally

likely to be the answer to a given random request. Hence, retrieving

a given node will be considered as providing a single-item response.

To level of the node then represents the generality of the response,

which is presumably related directly to the generality of the request.

The nods provided as a response can be considered as the name or term

or descriptor for all the nodes at lower levels of the tree that are

connected to the node provided as a response. If the node is a category

nme, all the conneoted nodes--the item in the category--could be pro-

vided as part of the response. It is assumed that the tree is indexed;

j that is, each node of the tree contains indexes of the nodes on the next

lower level connected to it. It is also assumed that these indexes are

Isufficient to ascertain which node to examine at the next level. Thus

orly one node is examined at each level searched.

If each node of the tree contains indexes that are identizIers

of the nodes at the next level at the end of the branches emanating from

it, then by examining a given node a decision can be made as to which

node to examine at the next level. Searching a tree of this type is a

generalisation of the binazy logarithmic search. For example, consider

a regular binar tree; that is, k - 2. zamin the first node, the

I root, is analogous to going to the middle of the file. There are two

!
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nodes at the next level. Selecting one is analogous to going to the

middle of the lower half of the file; selecting the other is equivalent

to going to the middle of the upper half of the file. The generaliza-

tion of this process for larger integral values of k is obvious. The

mathematics is analogous to the binary logarithmic search.

The number of levels L to be examined in order to guarantee the

retrieval of any item in a regular tree of order k is:

L - log,[(k - l)N + 1) (4-82)

The expected number of items examined becomes:

iE jki~l

S(k 1)N + 1logk[(k- 1)N + 1 1(

where L is determined from Equation 4-82. Thus Equations 4-78 and 4-81

are merely special oases of Equations 4-82 and 4-83, respectively, for

regular binary trees.

4.4.1.3.2 Case 3I - In this case only the nodes at the bottom

level of the tree represent file items. It is assumed that each such

node represents a grou of file items. Thus a search consists of tracing

a path through the tree to one node at the bottom and searching the items

filed under that node to provide a single file item as a response. Again,

it is assumed that each node is equally liikel to be the answer. If this

case is restricted to regular trees with no method of indexing or deter-

mining which connected node at the next level is the correct one, then

this case generalizes the simple subject heading file to a multi-level
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I
subject heading or classification file. Only non-indexed trees will be

4considered in this case. A non-indexed tree is one that has no mechanism

for selecting the proper node at the next lower level without examining

the nodes at that level connected to the node at which the searcher is

presently located.

Assume there are s nodes or subject headings on a regular tree

of order k. Then let there be N file items listed under the bottom nodes

and assume that the file ites are evengy distributed among these nodes.

Assume also that there are L levels of nodes in the tree.

Since the only nodes searched at each level are those connected

to the node selected at the next higher level, the probability pi of

finding the desired subject heading at a given node is:

1 (4-84)

Therefore, the expected number of nodes examined at any level J, except

the first level or the root node* where the expected number is 1, is:

E~i)
i1l

where 2 3 J I L. Hence, the expected number of nodes examined for the

entire tree including the root node is:

*It is assumed that this node is examined to identify the tree and locate
the nodes at the second level.
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Ea *k+1 3(L 1) +1 (4-6)

The required number of levels L In the tree is determined by k and s, and

is obtained from Equation 4-82, which gives:

L - logk[(k - 1)s + 1) (4-87)

Substituting Equation 4-87 into Equation 4-86 and simplifying:

E8  ( -j+i1 log(k[(k - l)s + 1 +1 (4-88)

At this stage, no file items have been examined. Equation 4-88

gives the expected number of subject headings examined to find the head-

ing at the lowest level under which the file item sought is listed. j
Therefore, the file items under that heading must now be examined. The

number of itemb N. filed under a given subject heading is:

N - N (4-89)

where sL is the number of subject headings, or nodes, at the lowest level

of the tree. This sequence is a simple linear file like the first one

examined. The expected number of file items searched En is then:

Ns
i

No +1
-(4-90)

The number of nodes s at level j of a regular tree of order k is given

by:

- " (4-91)
j
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I
9 thereforej 8 L - ( -9 )

ISubstituting Equation 4-87 into Equation 4-92 yields:

a a (k - 1)s + 1 4-3L k(93)

and from Equations 4-89 and 4-93;

No - l W (14-914),-(k - ITO + m(-

Substituting Equation 4-94 in Equation 4-90 gives:

En + (k 1)s+ 1. (14-95)

The expected value of the mmber of subject headings and file

items examined to retrieve one file item in tbis type of file organiza-

Stion is Equation 4-88 Plu Equation 4-95:W, + (k - 1)s+,

"J(k - 1)s + 11-

+ ' + 1. l,,k[(k - 1)s + 13 + 1 - (4-96)

It is now evident that when file items are related it my be

possible to arrange each set of N item so that it can be searched

logaritbuoally. In this case Equation 4-96 becomes:

[(k - )N4j 1L

+ [.k +lgk[(k - 1)s.+ 3) + 1 -k (14-97)

SEquation 4-97 is obtained from Equations 4-83, 4-88, and 4-89. Equation

4-93 vas used to obtain the value ofsL.
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4.4..3.3 Case III - This case is the same as Case I except

that the tree is not indexed. That is, any node may be a satisfactory

response to a request; but after selecting a node at a given level, it

is necessary to examine the nodes at the next lower level connected to

the selected node in order to ascertain which one is the next appropriate

subheading.

In this case the maximum number of nodes examined at each level

except the first is simpy k. The number of nodes examined at the first

level is 1. Therefore, the maximun number of nodes examined in ary search

is:

n - k(L -1) + 1 (4-98)

hence, from Equations 4-82 and 4-98 :
n -k :log[(k - 1)N + 1] + (1 - k) (4-99)

Therefore, the expected number of nodes examined is:

n

i-1 n

f logk((k - 1)N1 + 13 + =(4~-100)

where n is determined from Equation 4-99.

4.4.1.3.4 Case IV - This case considers an indexed tree of

subject headings rather than file items with the file ites located wnder

the lowest raw of nodes or subject beadinp. The equally likely assmp-

tion is involved, as usual. Two variations can be considered. First,

the file items are sequential and searched in order. Second, the file

items are searched logarithmically; in this variation the items are

(



actually filed in a tree structure.

Since the subject headings in this case are not responses, the

expected nmber of headings examined is fixed and equal to the number of

levels L in the tree. Therefore, from Equation 4-87:

Be, - :Lk[(k - 1)s + 1] (4-101)

For a sequentially searched file, the expected number of items searched

is obtained from Equation 4-95. Therefore, the expected number ot sub-

ject headings and items searched is:

E SU+ (k -~ 1 + ogk[(k - 1)s + 1] (4-3-0)1E)(k - 1)9 + ]]-+

If the item are searched logarithmically, the expected number

is obtained by taking N equal to Na and then substituting Equation 4-94

in Equation 4-83. The resulting equation is:

(- 1 + ) 11-( -o ) s

-i-- (14-103)

Therefore, the expected number of subject beading and items exam d

is Equmtio 4-101 plum Equation 4-103:

2 - log,[(k - 1)s + 1]

+(k - 1 s + 1

1 (414 )

4.4.1.4 AnaYoi and comparison of the hpected Vaues - The

major purpose of deriving expressions for the expected values of the
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number of headings and items examined in various file structures is that

these values provide a convenient (if oversimplified) means of comparing

the effectiveness of different file structures. These file organizations

and their corresponding average values are sumarized in Table 2.

For general purposes of comparison the equations identified in

Table 2 can be rewritten in simpler form. The simplified versions are

given below with their original nuubers followed by "A". The subscript

s stands for subject headingsj N for file items.

E - [s + N/s + 21 + + N +1 (4-75A)

where Ns is obtained from Equation 4-73.

1 1 a:100
E T 1 (4-83A)

where L - n is obtained from Equation 4-8.
N +1t

E . ~k I~(L._ 1 + 1+ %+ 1(14-96A)

where L is obtained from Equation 4-87; %, from Equation 4-914.

E L -- (Le - 1) + 1 + LIW - =1a N k10 (4-97A)

where Ls and IV are obtained from Equation 4-87; N,, from Equation 4 -94 .

k

N(IN - 1) +1 (14-10o*)

where - n is obtained from Equation 4-82.
N +1

E +LNo +1(4-10Uk)

where L. is obtained from Equation 4-87J Ns, from Equation 4-94.
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ELa + IN -~ =_ 1 . ) cLl~&

where Ls and LN are obtained from Equation 4-87; Na, from Equation 4-94.

These equations can be analyzed in two major ways with respect

to E. The first is to asoertain within a given equation whether there

is a relationship between a and N that will minimize E for that type of

file organization. The second is to compare the equations with each

other to determine whether some file structures are always superior to

others.

To carry out the first analysis it is sufficient to assume that

a can take any positive real value and to differentiate each of the equa-

tions with respect to a, consaJring N as a constant, and checking to

see if the resulting e 'remm is indeed a minimum. If there is such a

relationship between s and N, it provides the proper number of subject

headings s to miSnie s for a file of N items with that type of

organization. *

*In the following discussion the values of s, which optimize the expected

number of headings and ites e amned, are obtained for several of the
file oranizations. This derivation is accoqmlished by differentiating
the expression for I with respect to a to obtain the appropriate s as a
function of N that 3ides I. Strictly speaking, such a procedure is
not permissible because all the distributions considered are discrete.
E is defined only for positive integral values of s and N. Nevertheless,
the equations for 3 in all cases are continuous functions for the domains
of k, a, and N that are of interest. Consequently, these differentia-
tons can be carried out formally and the relative minima obtained. To
obtain the integral values of s that mininse I, it is then necessary to
substitute the two integers closest to the minimum s into the equation
for I to ascertain vhoh gives the manler . This integer is then used
as the minimum, provided it is positive. Even this procedure vould not

7
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For example, taking the partial derivative of E with respect

to s in Equation 4-75A and setting the result equal to zero yields:

s 0 -N (4-105)

A check reveals that the appropriate conditions for a minimum are satisfied.

That is, the value of a given in Equation 4-105 will always result in a

minimum E for that N. Substituting Equation 4-105 in Equation 4-75A gives:

Emin - 1 + f N (4-106)

From Equations 4-73 and 4-105, the optimum value for N is:

Ni - Y-- (4-107)

Equation 4-38A cannot be treated in this manner because it is a function

of N only (and k). It is true, however, that as k increases, E decreases.

Care must be taken in the interpretation of this result.

Application of the sane method to Equatiou 4-96A yields:

- I L(k + lJlogke - ] (4-lo8)

This value of s for any N will yield the minimum z in Equation 4-96A.

The value of E is:

-3/2 4 + logk ,+ 4-o-0

be sufficient were it not for the fact that these functions, in the oases
considered, have only one relative minimum, and, therefore, this relative
minimum is also an absolute minlmum. The ultimate justification for these
unrigorous techniques is that they do provide the real minima and, there-
fore, have considerable utility.
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Equation 4-97A has no relative inimum. However, the optimum

)value for a can be obtained by observation. By substituting Equations

I 4-87 and 4-94 in 4-97A and simplifying, the result obtained is:

+ logk[k(k - l)N + (k - 1)s + - (4-97B)

ts equation is defined for a 1. For this range of a, Equation 4-97B

ha a nimuat s - 1. This minimum gives for E:

R ; 1 + -N

The single subject heading in superfluous and can be eliminated. The

I minimum B becomes:

I 3 " -l (h-no)

Therefore, the optima a for Equation 4-97A is zero, and the equation has

been reduced to Equation 4-83A. Consequently, it is disadvantageous to

superimpose a non-indexed tree of subject headings on an indexed tree of

file item.

Equation 4-100A is a fmction of N and k onlyj again, as k

Increases, I decreases.

For Equation 4-102A the a that gives miBnimum Is:

I- r e- (4-111)

The minimum 9 becomes:

miI l~ (4-112)

I
I 79

I



Equation 4-1O4A has no relative minimum. However, the optimum

value for s can be obtained as follows. By substituting Equations 4-87

and 4-84 in Equation 4-1IA and simplifying, it becomes:

E ' logk[k(k - 1)N + (k - 1)s + 1) - 1 - (4-204B)

This equation if defined for a 2 1. Obviously, it has an absolute min-

imum at a - 1, which gives:

1
E ; 1 + K- =

The single subject heading again I superfluo., and E becomes:

Emin n 1 (4-313)

Thus the optimum a for Equation WO-UA ia sero, and this equation is also

reduced to Equation 4-83k. In other words, wherever it is possible to

construct an indexed tree of itens, it is pointless to superimpose an

indexed tree of subject headings upon it. It is also pointless to

establish any other system of subject headings. One example, namely

Equation 4-97A, has already been considered.

The second type of analysis compares one equation with another

for an arbitrary but specified file size N and for a nmber of headings

sj the objective is to determine whether B ia always lees in one type

of file organization than in another. Equations 4-97A and 4-104A have

been shown to be superfluous and will not be considered.

The files with no subject headings, Equations 4-83A and 4-100A

will be considered first. For a given N, Equation 4-83A will yield a

lower average number of items searched than Equation 4-100A if:

80



1 <

This inequality can be written:

The inequality is clearly valid for k 2 2. Consequently, the average

Snumber of items examined in searching an indexed tree of N items is

always less than the average number examined in a non-indexed tree.

For the case where the number of headings in both trees is the

i same, Equations 4-96A and 4-1O2A can be compared in terms of:

or

I Tds inequality is clearly valid for k 2 2 and L. 2 1. Therefore, Equa-

tion 4-102A gives a smaller E than Equation 4-96A. It is clear, however,

j from Equations 4-108 and 4-111 that the optimm s's for the two trees of

Equations 4-102A and 4-96A are not identical. Nevertheless, it can be

I shown directly from Equations 4-109 and 4-112 that Equation 4-102A also

yield.' a smaller E than Equation 4-96A when s is optimised in each case.

This optimization would require:

I 2 eNeN

10 -r e loJI, + 1e ] (k+l)/2

or e N(k+l)/2 (4&-326)

2 =OgkO [k + 1)log e6

This inequality is valid for:
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N > 1 (k + 1) l (14-37)

This condition presents no restriction for a practical case. For ezmpule,

Equation 4-317 requires N : 4 if k - 2j N k 3, if k -lO; N a 6, if

k - 100.

For a given N and a given a > 1, Equation 4-10A al a"s gives a

lower value of E than Equation 4-75A. The conditions would require:

s+l

This inequality can be transformd by algebra to:

k'(a+l)/2 (k - 1)s + i < 1 (4-n8)

By differentiating the left member of Equation 4-l18 with respect to k

and setting it equal to sero, a value for k a be obtained to make it

an extremum. This value is:

k + (4-119)

By examining the second derivative at this point, it is observed that

Equation 4-319 maxiwises the left mber of Equation 4-118 when s > 1.

This axiunm value is:

2L--L~j](14-120)

For s > 1, the Value 4-120 is aay lo then 1. Since the mziu

value satisfies Equation 4-118, any other value, in particular any

k & 2, wifll also satisfy it.

When a is optimied in each case, these two file structures can
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be compared by Equations 4-106 and 4-312. Equation 4-102A will give a

lower E than Equation 4-75A in the optimum case when:

3 + 10-re C rN-i+ 1

I By algebraic transformations, this inequality can be written:

I Nk k < (4-121)

When k -2, this inequalityis valid for N 27; when k - 4, it is valid

for N 2t when k (,it holds for N& 1.

The optim cases of Equations 4-96A and 4-75A can be compared

I by using Equations 4-106 and 4-l09. Equation 4-96A will yield a smaller

3 when:

that is, when:

N Ink < (4-122)

Qk+ 1)kJ((2"rr-1)/(k+lyJ 0

Equation 4-122 is generally valid for larger files. For example, a

simple calculation with k - 10 shows that Equation 4-122 is valid for N

roughly greater than 115 and invalid for smaller N. Hece, the single

level subject heading file results in a smaller average number of item

searched in files with less than 115 items. This conclusion is shown

clearly in Figure 1.

Figure 1 depicts the average nxmier of headings and items

exainded for a wide range of file sizes. Only optimum values for s
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are shown. The figure indicates the superiority of indexed trees over

non-indexed trees and of non-indexed trees over single-level subject head-

ings, except for small files as indicated by Equation 4-122. However,

the degree of superiority of the indexed trees is somewhat mileading.

Although it is true that the average number of headings and items examined

or searched for such trees is much smaller than for the other file struc-

tures, this fact does not imply much faster response times. By omitting

consideration of the indexing function itself, the burden of search has

in a sense merely been shifted elsewhere. Unless the indexing function

is powerful, the search procedure in an indexed tree, particularly where

k is large, may spend almost as much time examining indexes to determine

the appropriate paths as would be involved in examining the headings

themselves.

A singular feature of Figure I is that the indexed tree of

items, Equation 4-83A, and the indexed tree of headings, Equation 4-102A,

give similar values of E. The same is true for the non-indexed trees

represented by Equations 4-1OOA and 4-96A. The explanation, however, is

simple. Equations 4-108 and 4-111 require that the number of subject

headings should be so large that essentially only a few item: or even a

single item are filed sequentially under each node of the last row. In

other words, N. is small. This fact can be seen from the values of Ns

derived from Equations 4-94, 4-108, and 4-111, respectively. These

values are:

Ns a (k + l)logke (4-123A)
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N- 2  oge (k 39 7)

Ns - 1 (k > 7)

Consequently, almost all the searching is performed in the tree of head-

ings where it is most economical. Hence, the close correspondence arises

between trees of headings and between trees of items. Of course, in

practice, it may frequently be impossible to achieve a meaningful break-

down of related headins to such a deatiled level. Therefore, the

optimum values of s, Ns, and E should be regarded as interesting ideal-

izations. In practice, only integral values of a and N can be used.

In cases where the optimum curves plotted in Figure 1 are

unrealistic because they restrict s too much, the equations developed

in this and the previous section can be used to generate complete sets

of design charts. From these charts the best file organization can be

read, in terms of whatever value a must have to reflect the logical rela-

tionships and the nature of the subject matter to be classified.

In the interest of completeness, Figure 2 is included for ref- j
erence. It relates the number of levels of nodes in a regular tree of

order k to accomodate N items, one item per node. Figure 2 is obtained

from Equation 4-82 or 4-87.

4.4.1.5 Variance From the Expected Values - The utility of the

average or expected number of item. and headings examined in different

file structures depends upon the likelihood that the number of items and

headings searched will generally be near the average value. An estimate
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of this likelihood is provided by the statistical variance of the number

of items and headings searched from the average nmuber. Expressions for

the variance relative to Equations 4-74A, 4-83,* 4-96A, 4-1OOA, and

4-1O2A will be developed and analyzed.

Directly from the definition, the variance 2 of the single

level subject heading file can be written:

N
2-E+l?+ E 1 "' -N +"" (4-124)
i-1

Carrying out the summations yields:

*. (, - 1)(s + 1) + (N/s) - (4-125)
02 123416

(475)" + (NIB)2

(Note: the subscript such as (4-75) references the equation related to

a given variance.]

By differentiating Equation 4-126 with respect to s, setting

the result equal to zero, and checking the approprte requirements, it

can be shown that:

a - / 'N (4-127)

gives the minimum variance. Thus the s that gives minimm E, Equations

4-105 and 4-106, also gives the minimum variance. This value is:

*In this case Equation 4-83 wili be used instead of Equation 4-83A. Equa-

tion 4-83A is not sufficiently accurate to be used in computing the var-
iances, because the variances are small. The computation is based upon
differences between numbers that are approximately equal.
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dn -i (4~-228)

For the indexed tree of items., the variance is:

where n is given by Equation 4-82. An elementary theorem of mathemtical

statistics states that Equation 4- 9 in equal to:

0. 1 n 2k-l _ Z2 -o

where E is the expected value obtained from Equation 4 -83. The sun in

Equation 4-230 can be evaluated by using son relationships ong the

derivatives of arithetic and geomtric series. Generating functions

can also be employed directly and effectively, in this case, to obtain

.be variance. Using either of these methods, the folowing epr amion

for the variance can be derived:

2
[1 2V~ - 21.N+

(4~-83) a-1 - t x IO
+ L .24-13)

where n - LI I obtained from Equation 4-82 and Z from Equation 4,-83.

Equation 4-131 can be used to compute the variance for relatively smli

mise files (moderately large N).

As N becomes arbitrarily large, bowe;e,., Equation 4-131 approaches

the following limiting value:

02k (4~-132)
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Equation 4-131 converges relatively rapidly to Equation 4-132. For

example, when k - 10, the following errors in the variance are intro-

duced by using Equation 4-132 rather than 4-131:

Error in
N Equation 4-132

103 1.3.1%

lO .70%

105 .05

This point is primarily of academic interest, since the variances given

by Equations 4-131 and 4-132 are insignificant. For k M 3, the variance

given by Equation 4-131 is less than 1. It can be shown that the variance

is a monotonically increasing function of N, and that Equation 4-132 is

an upper limit for the variance.

Applying similar methods, the variances for the other file

structures were derived. They are:

- - + (4-133)
(4~-96A) 12

where Le is obtained from Equation 4-87, N., from Equation 4-94.

(4-100A) 3n2(-14

where n is obtained from Equation 4-99.

N 2 -l1
(4-10A) (-35)

where N. is obtained from Equation 4-94.

The variances of Equations 4-96A and 4-102A can now be derived
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for optimu a. Vrom Equations 4-87 and 4~-108:

La opt 19 k+1(-,6

Susttuin1 + 1o& [(4 li137)1&1

subsituingEquations 4s-123A and -137 into Equation 413yields:

+ (k + 1) 2 (loge)2  }(4s-138)

In the Daue of Equation 4~-1024, substituting Equation 4~-123B into Equa-

tion 4-33 gives:

- 12 (139)

llheneer the optinue % given by Equation 4~-323B is lessn than 1, Ne in

j taken as 1 and the variance given by Equation 4s-139 in sero. The reason

isp of couwse, that in this ase there is a unique indexed procedure to

locate aro item in a fixed nuber of step.

The stadard deviation. from the expected values are shewa in

Figur- 3. In Other Vords, Figure 3 is a graph of 0 (4-75A)Ot 0(-3-

'7(-100'and 0(496) otobtained by taking the positive square root

of Equations 4-228, 4-13l, 4134~, and 4~-138, respectively. The graph

1'MS plotted for k a 10. For this value of k. the standard deviation of

the indexed tee of headings with sequential IteSM is seo for the reason

given after Equation 4-139. consequently, tbis standard deviation has

not been included from the graph. As Figure 3 indicates, the standard
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deviation of the indexed tree of items, Equation 4-131, is also negligible.

Hence, the expected value is a good indicator of the actual number of head-

3 ings and item examined in a single search of an indexed tree. The stand-

ard deviation for the non-indexed tree of headings, Equation 4-138, is

somewhat larger; for the non-indexed tree of items, Equation 4-134, it is

j still larger. For reasonably large files, the largest deviation is the

single level subject heading file, Equation h-128. Consequently, the

expected number of headings and items examined is not a good indicator of

what will occur in ar given search of a single level file. This point is

Iverified by anyone's experience with this kind of file.

Figure 4 compares the cumulative probability distributions for

three types of files. It indicates rather clearly the wide variation in

n among the file types (with a fixed file size) for any given probability

that the number of headings and items searched will be not greater than n

in any single search. For example, in a file of 1ii,iii items the proba-

bility is .5 that fewer than 7 items will be examined in an indexed tree;

fewer than 25 in a non-indexed tree; but fewer than 335 in a sequential,

single level heading file.

.1.l.6 Generalized Expression for Expected Values - The purpose

of this section is to present generalized expressions for the expected num-

ber of headings and items searched, when two previous assumptions are

jremoved. These assumptions are:
(a) Each subject heading or item is equally likely to be the oneIsought.
(b) The same number of items is filed under each heading.
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For example, if information is available on anticipated or past activity

of the file items--and if this information indicates the likelihood of a

given heading or item being requested--then the expected number of headings

and items searched can be obtained in terms of the available data that

approximate the probability distribution of file activity. Generally, the

more specialized the contents of a file, the better known and more stable

will be its activity. When the activity of the file is known and it in

relatively stable, it is clearly advantageous to organize the file so that

the item that have the greatest likelihood of being requested are the most

accessible. For obvious reasons such a file is called activity organized.

It is the intent of this section to provide a general background for the

investigation of activity organized files in terms similar to those appear-

ing in previous sections. Por the sake of simplicity, expressions for

expected values will be presented for only two of the file organizations.

These expressions will provide a starting point for the analysis of activ-

ity organized files. In each case, p(i) indicates the probability that

the i t item or heading is the answer to a request.

The single level subject headings with sequential items, Equation

h-75, generalizes to:
• ni

9 - iE 1ip5(i) + Z [ j E iPi(j)1 p.(i) (i4-1J40)
i-l .1 -1 S=]

where s - the number of subject headings in the file.

ni M the number of item under heading i.

ps(i) - the probability that the answer to a request is under
heading i.
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p(J) - the probability that item J is the answer to a request.

p 1 (j) - the probability that item J will be requested, given
that it is filed under heading i.

This last probability is obtained from:

p(j) - p.(i) * pi(j) (4-J4) j

The expected value for the indexed tree of items, Equation 4-83,

generalizes to:

nE - E Jp(,i) (4-14)J-1

where p(j) is the probability of finding the answer on the jt cut; it

is given by: I

P(j) pj(i) (-13)

where pj(i) is the probability that the i t h node on level J is the I
requested item. Values for n are obtained from Equation 4-82.

4.4.1.7 S - Conclusions have been developed and presented

throughout this section and will be summarized only briefly. These con-

clusions are valid only for files where every heading and item is equally

likely to be required for a response.

(a) In term )f expected values, indexed trees give a lower average

number of headings and items examined than non-indexed trees.

Non-indexed trees give lower values than single level subject

headings, except for small files. The break-even points can be

determined precisely from the equations in Section 4.4.1.4.

(b) Whenever a file of items can be indexed or ordered into a tree

9



structure, it is disadvantageous, in terms of expected values,

to superimpose any heading structure on the item.

i (a) For trees and single level subject heading files relationships

between the number of headings and the number of item in the

file minimize the expected number of heading. and ite. that will

I be examined in a file search.

(d) The standard deviation from the average number of headings and

item examined for indexed trees is small. Consequently, these

average numbers are excellent indicators of the number of head-

inp and items likely to be examined in a single search. The

deviations for non-indexed trees are somewhat larger, so expected

values are of less utility. Finally, the deviation from the

expected values of the file with sengle level headings and

Isequential items is so large that the average values are poor

indicators of the number of headings and item examined in any

single search.

I This stud can be extended in any one of several directions. The

j choice should be made on the basis of how well the work can be integrated

with other research tasks in this project. The utility anticipated from

1these extension@ should also be considered. Som general areas for possi-

ble further investigation are:

(a) Extend the study to obtain required search times--i.e., mean

recurrent events, Reference (5J--after taking into account the

time required for indexing and other processing functions
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necessary for retrieval.

(b) Analyze other file organizations. Activity organized files

should be investigated for several widely differing distribu-

tions to ascertain their advantage in terms of quantitative

statistics. Files consisting of mary related or unrelated

trees and non-regular trees should also be considered.

(c) Consider other models of file organization than tree structures--

e.g., Markov chains--for the representation of the relationship

between file organization and search.

4.5 INTEGRATIVE CAPABILITIES

The work on non-Boolean retrieval and on the comparative analysis of

file organizations both have implications for integrative system models.

To date, however, no explicit attempt at the formulation of such a model

has been attempted. Preliminary theoretical speculation continually takes

place. One area in which there has been an attempt to document such

speculation concerns the relationship between frequency and indexing.

4.5.1 General Theoretical Considerations with Special Reference to

the Relationship Between Frequency and Indexi - In a collection of n

item., there is only a finite number of subcollections of item. that are

theoretically possible responses in item retrieval system. The number

is 2n if zero item are considered a subcollection. In practice, not all

2n answers are equally likely to be searched for by a user. Intuition

suggests that this disparity is an essential criterion for the effective

design of a query or descriptor language.
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There are several possible approaches to specifying which 
of these 2n

subcollections is being referenced. In one sense the simplest means of

specification is to assign a name or descriptor to each of the n item in

the collection. In the case when all 2n subcollections are requested

equally often and when the questioner knows the name of each item he is

interested in, this method produces an adequate system. If, however, some

subcollections are considerably more popular than others, then an obvious

improvement in coding efficiency would result from giving popular collec-

tions special category names.

There are, however, other considerations than information theoretic

measures of coding efficiency that are relevant to the selection of a

descriptor language. Asking for all the items in a subcollection by name

is possible only when the names of all the documents in the subcollection

that are of interest are known. Under these circumstances the general

problem of information retrieval becomes a special case, and only consider-

ations of coding efficiency and, perhaps, user compatibility are relevant

criteria for descriptor language design.

In an ordinary library search the questioner does not know the names

of the items he needs. He wants the system to supply a subcollection of

items that will provide information relevant to his query after he reads

them. The system must go from his query or a transformation of his query

to an appropriate subcollection of items, even though the user does not

yet know in advance what is in this subcollection.

How can the system do this? One approach is to ask, perhaps implicitly,
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questions in advance and to search, again implicitly, the entire collection

to find the items that contain information relevant to each question. The

system would theni have the stored answer available whenever the same ques-

tion arose. In a sizable collection it is not feasible to ask all ques-

tions in advance. There are two reasons: first, there are a large number

of ways of asking essentially the same question; another way of putting

this point is that the same answer subcollection would satisfy mamy possi-

ble question variations. Second, there are too many possible answers--

specifically, 2 n--in any sizable system.

Each of these difficulties requires a different approach. The approach

to the former involves standardization; that is, the possible ways of

asking essentially the same question must be restricted. This solution is

essentially a language problem. The approach to the latter difficulties

involves exclusion of less probable questions and their resultant answers

from advance treatment. This solution is essentially a system design and

organization problem.

How is explicit or implicit advance treatment of questions possible?

One method would be to have all documents in the library unordered, except

perhaps by author and title for those searches in which the querier already

knows which documents he wants. Anyone wishing to use the library could j
then be asked to submit both a copy of his question and a list of the

documents he found relevant after making his search of the library. This

information could then be stored for occasions when the spime or similar

questions are asked.
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I. Of course, this scheme is impractical. Listing some of its inherent

difficulties may lead to an understanding of the requirements of an ideal

I descriptor-query language.

(a) There is no assurance that any initial questioner will do a good

or thorough Job in searching all the documents in the library.

(b) Even if the initial questioner has done a perfect job at the time

he searched the library, there would be a lack of information

about the relevance of new accessions to the question. Of course,

new accessions could be re-searched by subsequent questioners in

order to keep the answer list up to date.

(c) MazW questions will recur imprecisely; and even if the statement

of the question is identical, different users are likely to have

different meanings or intentions that would influence which docu-

Iments they considered appropriate for the answer list. Thus,

even if there is a perfect and up-to-date search performed by the

initial questioner, it is not likely to be perfect for a subse-

quent questioner.

(d) Such a system would impose an unacceptable search burden not only

upon initial questioners but also upon subsequent questioners, if

there are a substantial number of new acquisitions. Furthermore,

the aske-3 of somewhat unusual questions would alwas tend to be

in the role of initial questioners, regardless of how long the

j system has been in operation. Their extensive search efforts

would rarely be applied by subsequent users.

I1
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The technique currently used by most libraries, in order to deal with

these objections, is implicitly to select a range of questions to be pro-

answered and then to assess the relevance of each accession--i.e., index

it--to all these questions as it is entered into the library file. To the

extent that a document's relevance to mar questions can be assessed nearly

simultaneously, this technique has obvious advantages over repeatedly scan-

ning each document for each question in some sequence of questions.

The approach of classifying each accession for all questions will deal

completely only with difficulties (a) and (b). Difficulties (c) and (d)

will be resolved only to the extent that the question list, against which

each document is implicitly being checked, is sufficiently extensive and

to the extent that the meaning of these implicit questions is sufficiently

clear to the system users.

It is likely that none of the difficulties will ever be resolved com-

pletely. Even a user searching on the basis of his own question is likely

to introduce iradvertent errors of both inclusion and exclusion on the

answer list if he is scanning a large file collection. Similar errors il

occur when a librarian classifies a book. But additional errors will

result from the fact that the meaning of the implicit questions reflected

by the classification varies from person to person.

These errors, while often significint, are not as basic a problem as

the limitation on possible questions that can be answered. These limita-

tions are a necessary concomitant of indexing a large collection. As has

already been suggested, there are two kinds of limitations:
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(a) Basic limitations on the retrieval of all 2n answers. In general,
no indexing scheme for a sizable collection is sufficiently artic-ulated to allow retrieval of all possible answers without knowingthe rimes of individual documents.

(b) Secondary limitations on the acceptability, or communicability,
of a specific question formulation that does in fact correspond
to one of the accessible answers.

jThe latter limitation does not necessarily imply amy change in the

logical organization of the indexing or query-descriptor language. The

problem is one of using appropriate names or labels for the index terms

or combinations of index term that correspond to those of the 2 n answers

that the system is capable of generating. Of course, the problem is not

one that can be solved merely by the Judicious selection of terms. It is

necessary that the questioner and the library system use these tern in

essentially the same sense. Furthermore, it is necessary that alternate

descriptions of the same answer or question be interconvertible, either

by the library system or by the user. To date, the only methods of deal-

ing with this problem have been to provide the user with a dictionary-type

description of the index terms, an over-view of the relationship among the

terms used by the system, and/or a thesaurus type of referral ("see" and

Osee also') to related term.

The problem of converting synonymous descriptions probably cannot be

approached by considering the relative frequency of suboollection questions.

Of course, the more popular a subcollection, the more valuable it might be

to be able to deal with alternate ways of describing it. The problem of

unaskable questions, however, can only be approached fruitfully from this

point of view. If the system is to be insufficiently articulated for the
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retrieval of all 2n possible answer collections, it seems that the criteria

(other than random exclusion based upon cost considerations) for deciding

which subcolection are to be retrievable should ultimately be based upon

the frequency of user demand. Only those questions that will rarely or

never be asked should in principle be unanswerable--without searching the

entire collection--because of limitations in the query language and the

accompanying file structures and search procedures.

This conclusion suggests that a second consideration, besides the rela-

tive frequency of user demand for various possible answers, may be impor-

tant. This consideration is the absolute level of demand for a possible

answer subcollection. The absolute level of demand is readily calculated

from estimates of relative demand and the total number of questions asked.

An estimate for the number of questions may be the length of time for which

the collection of items will be used multiplied by levels of use such as

questions per day during this interval. As absolute use of the system as

a whole increases, more articulate indexing becomes necessary to include

the relatively less frequently asked questions, which now are asked a

significant number of times in the system's lifetime.

Answer subcollections should not merely be regarded as accessible or

inaccessible with a given query capability. Even if a subcollection is

not immediately accessible, there are degrees of desirability that can be

discriminated with in regard to its inaccessibility. Thus a desired answer
subcollection moy not be directly accessible pR se, yet it may be wholly

embedded in another suboollection that is accessible and that contains few

additional items. Clearly, there is no great deficiency in query capability



under such circumstances so long as the user can identify and ask for the

3 appropriate inexact subcollection. If, however, the items in a desired

inaccessible subcollection are widely scattered--that is, the items cannot

be obtained without searching a number of accessible subcollections--the

situation is quite different. This diLficulty is likely to be further

complicated by the inherent unavailability of information about which

accessible suboollections contain the items the user needs. Under such

circmstances the user may be reduced to searching the entire collection,

or unacceptably large parts of it, in order to obtain the needed informa-

tion. It might be fruitful to develop rigorous measures of degree of

inaccessibility based upon minlma and/or maximal false drops and/or

misses.

Such a measure of accessibility could be used to evaluate the goodness

of any descriptor scheme for any item collection. More precisely, it could

be used to measure the average (in)aooesibility for the power set of items,

the set of 2 n possible answers, for a given descriptor scheme. When com-

bined with information about relative frequencies of the members of the

possible answer set, such a measure can provide information about the

average accessibility of item er request. The main purpose of a general

theory of information retrieval is to provide an analytical framework in

which this quantity, the average accessibility per request, can be opti-

mised, given a context of relevant system parameters.

Some of the relevant parameters that such a model should ultimately,

encompass are:

(a) Number of items in the system.
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(b) Number of descriptors.

(c) Articulation of descriptor scheme.

(d) Cost per descriptor assignment.

(e) Cost per false drop.

(f) Cost per miss.

(g) Cost per search unit.

(h) Cost per file unit.

(i) Number of queries.

The development of models for estimating the cost parameters is an impor-

tant problem on which further work is necessary--see Reference [6]. Such

quantities can, however, be treated parametrically in a general information

retrieval model, and valuable insight into the design of optimal descriptor

schemes may thus be obtained.

It may be objected that the basic datum of such a model--vis., esti-

mates of relative frequency of reference to aumbers of the power set of

items--is virtually impossible to obtain in detail. It is undoubtedly

both impossible to get completely accurate estimates and impractical to

get even inaccurate estimates for each member of the power set of a sub-

stantial number of items. This difficulty does not, however, preclude

parametric treatment of the distribution of relative frequency of reference

among the members of the power set.

It is possible to estimate intuitively some of the consequences of the

relative frequency of reference distribution in the answer set. If all

answers are equally probable, there would seem to be no basis for choosing

among which answers should be accessible. Under these circumstances a
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uniterm type of descriptor system, in which there are no hierarchical

organizations, might be most efficient. If, on the other hand, it is clear

that mva members of the answer set are answers in principle only and that

such a collection of items would rarely be called for, then a hierarchical

organization of the index may be appropriate. Similarly, when the cost of

false drops is relatively high then, for a given number of descriptors, the

average number of documents referenced per descriptor should be relatively

small. If the cost of misses is emphasized, however, then the average num-

ber of documents per descriptor should be relatively large.

A rigorously formulated model would test and add quantitative depth to

such intuitive conclusions and would probably generate other unforeseen,

but perhaps more significant, relationships.
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5. COUIcMICS

All areas of capability have been extended by analytical study of

aspects of the information retrieval problem that required fuller def-

inition and articulation. Input capabilities have been specifica2y

dealt with from the viewpoints of using word frequency as an indicator

in automatic indexing and of us-ng a non-Boolean retrieval scheme.

Query capabilities were analysed for the purposes of automatic

extracting and redundancy control. Organisation and search schemes

were specified and their implications compared. A preliminary consid-

eration of the relation of frequency to the assessment of indexng and

I thus to a model for system integration was presented.

jMost of these contributions are still essentially in the analytical

and research st e. The only area that could currently proceed to exper-

I imental imlemntation is the work on automatic extracting. Because of

the magnitude of such a task and its subordinate position in the project

as a whole, it is recmended that this work be continued as a separate

jproject.

I1
I
I
1
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6. PLANlS FOR MWT QUARTER

Activities during the next quarter will proceed with the over-all

goal of developing a theory of information retrieval for use as a tool

in the design of information retrieval system. This work will proceed

within the specific task framework described in this report. The gen-

eral emphasis will continue to be analytical with the primry purpose

of developing methods to evaluate the relationship among significant

system parameters. Toward these ends work on literature accession and

review will continue to be a significant feature of the next quarter's

activities.

Under Input capability work will continue on problem of automatic

classification with a view to generalizing to the case of non-exclusive

classes. Planned extensions of this work include work on the optimal

definition and location of class boumdaries and on the evaluation of the

adequacy of prediction and classification schess. Work on non-Booleen

retrieval will be continued. As already indicated, this work has imli-

. cations for more general areas of capability.

Under query capabilities no extension of presently reported work on

automatic extracting is planned. Further extensions on redundancy are,

however, being considered. The formulation of a general theory of

descriptor languages based upon frequency and accessibility will have

Iiportant implications for imprving query capabilities.

I Under processing capabilities it is planned to focus on the problem

of associative tecbniques--an area that has been relatively untouched

|in
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during this quarter. Some specific possibilities for extension on

organization and search have been enuerated. A special intensive

review of the applicability of the multi-list schem. of Prywes and

Gray is also planned for this area.

Under integrative capabilities it is planned to attempt more rig-

orous formulations of the kind of system model aluded to in Section

4.5.1. Further documentation in the area of general theoretical consid-

erations may also be expected.

1
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7. Tr 'VFI h~ON OF PSOUNR

57.1 POUNM EL aO

The following personnel were asigned to the project during the

period covered by this report:

Nm Title lan-Hours

Jacques Harlow Manager 5

Quentin A. Da ad Research Specialist 350

George Greenberg Senior Specialist o

hifred frachtenberg Senior Program Ana~yet 45So

hlIezne Sma Senior Specialist 150

7.2 BACEMID 0F1 PSO

The backgrounds of personnel originally assigned to the project were

described, In the First Quarterly Report. One now person was assigned to

the project this quarter. A description of his background fo3lows.

7.2.1 Aleandr SzeJum - BS, Pbyxics, City College of New York..

1956; MA, Mathemtical So - 11sq New York University, 19621j Graduate

work In Pb~aics, New York University. Activities involve matheintical

analyses of adaptive and learning information systems. Previous expe-

rience includes mthumtical analysis of diLvere enngering Problem

I and comter simulation.
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